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Abstract. We propose a new moduli-theoretic approach to the p-adic Simpson corre-

spondence for any smooth proper rigid space over Cp with coefficients in any rigid analytic
group G. For its formulation, we introduce the class of “smoothoid spaces” which are

perfectoid families of smooth rigid spaces. We then prove a generalisation of Faltings’

local p-adic Simpson correspondence to v-topological G-bundles on smoothoid spaces. We
use this to show that there are small moduli v-stacks for both sides of the correspondence.

Second, we use it to construct an analogue of the Hitchin morphism on either side. This
allows us to give a conjectural reformulation of the p-adic Simpson correspondence in a

more geometric and canonical way: The moduli stack of v-topological G-bundles is a twist

of the moduli stack of G-Higgs bundles over the Hitchin base.

1. Introduction

Let K be a complete algebraically closed extension of Qp. The conjectural p-adic Corlette–
Simpson correspondence for a connected smooth proper rigid space X over K aims to relate
K-linear continuous representations of the profinite étale fundamental group πét

1 (X) of X to
a full subcategory of the Higgs bundles on X. By a reinterpretation of Faltings’ pioneering
work on generalised representations [Fal05] in terms of Scholze’s diamonds [Sch], this should
go through a p-adic non-abelian Hodge correspondence, namely an equivalence of categories

(1) {vector bundles on Xv} ∼−→ {Higgs bundles on Xét},

via a natural fully faithful embedding of representations of πét
1 (X) into vector bundles on Xv.

The aim of this article is to lay the foundations for a new conceptual approach to p-
adic non-abelian Hodge theory, in particular to (1), which puts moduli spaces at its centre:
Indeed, in [Heub], we will construct the equivalence (1) based on ideas of this article. Second,
we suggest a new conjectural geometric formulation of the equivalence (1) in terms of a
comparison of moduli stacks, which will be proved in [HX24] in the case when X is a curve.
Third, this makes it possible to explain the relation to representations of πét

1 (X) in terms of a
p-adic character variety, which opens up new geometric ways to study the essential image of
representations of πét

1 (X) under (1), generalising the approach for line bundles from [Heu24a].
Fourth, we develop these foundations not just for GLn, but for general rigid groups G: This
opens up a new line of investigation into generalisations of (1) to G-torsors, which we continue
in [HWZ].

Besides, the technical foundations of p-adic Hodge theory of perfectoid families of rigid
spaces that we provide in this article are of broader interest to relative p-adic Hodge theory:
For example, in [Heu24b], we use them to construct the relative Hodge–Tate spectral sequence.

1.1. The sheafified non-abelian Hodge correspondence. In the spirit of Simpson’s non-
abelian Hodge theory [Sim92], the starting point of this article is the idea to realise the p-adic
non-abelian Hodge correspondence (1) by finding a non-abelian generalisation of Scholze’s
approach to the Hodge–Tate spectral sequence:

To explain this, let us begin by considering the p-adic Hodge–Tate short exact sequence

(2) 0→ H1
an(X,O)→ Homcts(π

ét
1 (X),K)→ H0(X,Ω1

X(−1))→ 0.
1
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The fundamental idea of Scholze’s construction of (2) is to realise it as a Leray sequence for
the morphism of sites ν : Xv → Xét, where Xv is the v-site of the diamond associated to X.
The key result that leads to (2) is then the natural isomorphism [Sch13b, Proposition 3.23]

(3) HT : R1ν∗O ∼−→ Ω1
X(−1).

In this article, we give an analogue of (2) in which the middle term is replaced by continuous
representations πét

1 (X)→ GLn(K), following Scholze’s strategy with O replaced by GLn(O).

In a generalisation that so far has not been studied in the p-adic setting, we more generally
pass from GLn to any rigid analytic group variety G over K. Such G are the p-adic analogues
of complex Lie groups, and we simply refer to them as “rigid groups”. For example, G
could be the analytification of an algebraic group, or any open subgroup thereof. In order to
describe the correct replacement for the right hand side of (3), we need the following:

Definition 1.1. A G-Higgs bundle on X is a pair (E, θ) of a G-torsor E on Xét and a section
θ ∈ H0(X, ad(E)⊗ Ω1

X(−1)) such that θ ∧ θ = 0, where ad(E) is the adjoint bundle.

Towards a non-abelian analogue of Scholze’s construction, our first main result is now the
following “sheafified p-adic non-abelian Hodge correspondence” for rigid analytic spaces:

Theorem 1.2. Let X be any smooth rigid space over K and let ν : Xv → Xét be the natural
morphism of sites. Let G be a rigid group over K, considered as a sheaf on Xv. For example,
G could be the analytification of any algebraic group. Then there is a canonical isomorphism

HTlog : R1ν∗G
∼−→ HiggsG

of sheaves of pointed sets on Xét that is functorial in X, G and K. Here

HiggsG := (Lie(G)⊗K Ω1
X(−1))∧=0/G

is the sheaf of isomorphism classes of G-Higgs bundles on Xét: Explicitly, Lie(G) is the
Lie algebra of G as a K-vector space, (−)∧=0 denotes the subspace of elements θ satisfying
θ ∧ θ = 0, and the sheaf quotient is formed with respect to the adjoint action of G on Lie(G).

This is a vast generalisation of Scholze’s isomorphism (3), which we recover as the special
case of G = Ga. In earlier work, we had studied G = Gm, but already for G = GLn, the
theorem is new. In other words, HTlog gives a canonical correspondence between isomorphism
classes of v-topological G-bundles on X and G-Higgs bundles on X after étale sheafification.

As in Scholze’s strategy for Ga, the Leray sequence of ν now yields a short exact sequence

(4) 0→ H1
ét(X,G)→ H1

v (X,G)
HTlog−−−−→ HiggsG(X)

of pointed sets. Of course, for non-abelian G, such a sequence gives less structure than a short
exact sequence of abelian groups as in (2). The second main idea of this article is therefore
to pass from sheaves of isomorphism classes to moduli spaces, and to turn the last morphism
in (4) into a morphism of v-stacks. The exactness of the Hodge–Tate sequence can then find
its generalisation in geometric properties of this morphism, such as being a fibration. As we
will illustrate below at the hand of examples, this strategy indeed turns out to be fruitful.

1.2. Moduli spaces in p-adic non-abelian Hodge theory. In order to define p-adic
analytic moduli spaces of v-topological G-torsors and G-Higgs bundles on X, we need new
technical foundations to formulate relative p-adic Hodge theory. For this, our first step in
this article is to introduce and study a new class of perfectoid families of smooth rigid spaces:

Definition 1.3. A smoothoid space is an analytic adic space over a perfectoid field K that
locally admits a smooth morphism of adic spaces to a perfectoid space over K.
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An example would be the product X × T of the smooth rigid space X with a perfectoid
space T , or any object of its étale site. There is a reasonable notion of differentials on a
smoothoid space: For any smoothoid space Y we consider the map ν : Yv → Yét and define

Ω̃n
Y := Rnν∗OY .

We show that this is a vector bundle on Y . The cup product induces a natural wedge product
on this, yielding a good functorial definition of G-Higgs bundles, exactly as in Definition 1.1.

Towards a moduli-theoretic non-abelian Hodge correspondence, we suggest to study the
functors fibred in groupoids on the v-site PerfK of affinoid perfectoid spaces T over K

BunG,v : T 7→{G-torsors on (X × T )v},
H iggsG : T 7→{G-Higgs bundles on (X × T )ét}.

Our next result says that these can reasonably be regarded as geometric objects:

Theorem 1.4. BunG,v and H iggsG are small v-stacks in the sense of Scholze [Sch, §12].

While for BunG,v only the smallness requires work, the result for H iggsG is much deeper.
We deduce it from v-descent criteria, namely our main result is that Theorem 1.2 generalises:

Theorem 1.5. Let X be a smoothoid space over K, then there is a canonical isomorphism

HTlog : R1ν∗G
∼−→ (Lie(G)⊗K Ω̃1

X)∧=0/G

of sheaves of pointed sets on Xét, where ν : Xv → Xét. It is functorial in X, G and K. For

commutative G, there is for any n ∈ N a canonical isomorphism Rnν∗G
∼−→ Lie(G)⊗K Ω̃n

X .

1.3. The Hitchin morphism on the Betti side. The moduli stack H iggsG gives rise to
a p-adic incarnation of the Hitchin morphism which plays an important role in complex
non-abelian Hodge theory. In the p-adic setting, this is a morphism of v-stacks

(5) H : H iggsG → AG

to the Hitchin base AG over X. Here AG is in general a v-sheaf, but if X is proper and G is
split reductive or commutative, then AG is represented by an affine rigid space, for example

AGLn
=

n⊕
k=1

H0(X,Symk Ω̃X)⊗K Ga.

The construction of H in this case is essentially the same as the classical one due to Hitchin
[Hit87], given by sending a Higgs bundle (E, θ) to the characteristic polynomial of θ.

On the “Betti” side, Theorem 1.4 now allows us to construct an analogous morphism:

Definition 1.6. For any rigid group G, the Hitchin morphism on the Betti side

(6) H̃ : BunG,v → AG

is defined by sending a v-topological G-torsor on Y = X × T to the associated class in
R1ν∗G(Y ) and using HTlog to pass to the Higgs side, where we use the Hitchin map (5).

Assume now that X is a smooth proper rigid space over K and that G is reductive. In this
setting, we envision the p-adic Simpson correspondence to have a geometric incarnation in
terms of a comparison of the Hitchin morphisms (5) and (6). While BunG,v and H iggsG are
not in general isomorphic, we conjecture that one is a twist of the other in a canonical way,
via the Hitchin fibrations. Indeed, building on this article, the following is proved in [HX24]:

Theorem 1.7 ([HX24]). Let X be a smooth projective curve over K and let G be a reductive
group. Then there is a Picard groupoid P on AG,v that acts on both H : H iggsG → AG and

H̃ : BunG,v → AG, and a P-torsor H for which there is a canonical equivalence of v-stacks

BunG,v
∼−→H ×P H iggsG.
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Here P is the stack of line bundles on the spectral curve. In particular, this shows that

for G = GLn, up to connected components, the morphism H̃ : BunG,v → AG is in this case a
fibration in abelian varieties. To illustrate this phenomenon further, let us also mention the
easier case of G = Gm, for which [Heua, Theorem 1.3] immediately implies the following:

Theorem 1.8 ([Heua]). For any smooth proper rigid space X over K, the sequence

(7) 0→ BunGm,ét → BunGm,v
H̃−→ H0(X, Ω̃1

X)⊗Ga → 0

is short exact. In particular, both H and H̃ are torsors under BunGm,ét.

1.4. Towards a p-adic Corlette–Simpson correspondence for πét
1 (X). Assume now

thatK is algebraically closed and thatX is a connected smooth proper rigid space overK. Fix
a base-point x ∈ X(K) and let πét

1 (X) := πét
1 (X,x) be the profinite étale fundamental group

of X, i.e. the symmetry group of all pointed connected finite étale covers of (X,x) (rather
than the de Jong fundamental group). Then the moduli-theoretic approach also seems fruitful
for studying continuous representations of πét

1 (X): We show that the Hitchin morphism on

the Betti side H̃ induces a geometric generalisation of the map HT : Homcts(π1(X),K) →
H0(X, Ω̃) in the Hodge–Tate sequence (2), namely a morphism

H̃ : Hom(πét
1 (X), G)→ AG,

from the representation variety parametrising continuous G-representations of πét
1 (X) to the

Hitchin base. In contrast to H̃, this has the advantage that it is represented by a morphism
of rigid spaces. We call this the “Hitchin–Hodge–Tate morphism”. The name reflects

that H̃ is simultaneously an analogue of the Hitchin morphism and a generalisation of the
Hodge–Tate map HT. Indeed, for G = Ga, it is the morphism of rigid spaces associated to HT
by tensoring with Ga. As we will explain, the image of a representation πét

1 (X) → GLn(K)

under H̃ is a close analogue of the Hodge–Tate–Sen weights of a local Galois representation.

That H̃ is rigid analytic is relevant as the exactness of (2) can now find its non-abelian

generalisation in geometric properties of H̃: For G = Gm, [Heu24a, Theorem 4.1] shows that
(7) induces on coarse moduli spaces a short exact sequence of rigid groups

(8) 0→ PicttX,ét →Hom(πét
1 (X),Gm)

H̃−→ H0(X, Ω̃1
X)⊗Ga → 0,

where PicttX,ét is the topological torsion Picard functor, so here H̃ is indeed a fibration. For
G = Gm, this was our crucial input to answer in [Heu24a, Theorem 1.1] the question which
Higgs bundles correspond to continuous characters of πét

1 (X)→ Gm(K) under the equivalence

(1). We envision that the geometric study of H̃ leads to an answer of this question for general
G.

In summary, with the construction of the moduli stacks BunG,v and H iggsG and their

Hitchin morphisms H and H̃, we have thus established the technical foundations for our
moduli theoretic approach to p-adic non-abelian Hodge theory.

1.5. Application: G-torsors on rigid spaces in the v-topology. Theorem 1.2 is of
independent interest beyond (1): The sequence (4) describes how far the fully faithful functor

{G-torsors on Xét} ↪→ {G-torsors on Xv}
is from being an equivalence, in terms of the explicit set HiggsG(X). This is already very
interesting for G = GLn, where it describes the difference between étale and v-vector bundles
on X, which had so far been insufficiently understood: The question when a v-vector bundle is
already étale appears naturally for example in the context of automorphic sheaves defined via
descent from perfectoid Shimura varieties [CHJ17]. Using (4), we can now give satisfactory
answers to this question. For example, we deduce the following a priori surprising criterion:
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Corollary 1.9. Let X be a smooth rigid space and V a G-torsor on Xv. Then for any étale
map f : U → X with Zariski-dense image, V is étale-locally trivial if and only if f∗V is.

This extends the case G = Gm from [Heu22b] which we had used to simplify the proof
that the automorphic sheaves of [CHJ17] are analytic vector bundles. Theorem 1.2 now
improves this application: Setting G := O+,×, we see that the natural integral structure on
the automorphic sheaves descend as well, i.e. these are finite locally free O+-modules.

For applications to G-torsors on Xv, also the following more categorical result is useful:

Theorem 1.10. Any étale morphism f : X → Td induces an equivalence of categories

{small G-torsors on Xv} ∼−→ {small G-Higgs bundles on Xét}
that is natural in G and f , but in general depends on the choice of f .

As we explain in §6.3, this is a generalisation of a rigid analytic version of Faltings’ “local
p-adic Simpson correspondence” [Fal05, Theorem 3]. Other instances of such a correspon-
dence have previously been given by Abbes–Gros [AGT16], Tsuji [Tsu18], Wang [Wan23] and
Morrow–Tsuji [MT21], all in the case of G = GLn. Equipped with our technical preparations
on smoothoid spaces, our proof of Theorem 1.10 in the case of GLn is similar to the strategy
of Faltings. However, the case of general G requires new ideas.

The “smallness” in Theorem 1.10 roughly means that the G-torsor has a reduction of
structure group to a certain open subgroup of G depending on X. As every G-torsor on Xv

becomes small étale-locally on X, Theorem 1.10 always applies locally on Xét. Hence p-adic
non-abelian Hodge theory is a good framework to study G-torsors on Xv.

1.6. Relation to Faltings’ global p-adic Simpson correspondence. We now elaborate
on the discussion surrounding (1), and explain how our work fits into the historic context: The
original goal of p-adic non-abelian Hodge theory is to study the K-linear representations in G
of the étale fundamental group πét

1 (X) of a smooth proper rigid variety X with the methods
of p-adic Hodge theory. As this has so far almost exclusively been done for G = GLn, we
restrict to this case for the moment. Following Faltings [Fal05], the basic idea is to embed
representations into a category of “generalised representations”, which can be interpreted as
vector bundles on Xv ([Heu22a, §2]). Namely, there is a fully faithful functor{fin.-dim. continuous K-linear

representations of πét
1 (X)

}
↪→

{
vector bundles on Xv

}
,

defined by regarding a representation as a descent datum for the trivial bundle along the

pro-finite-étale universal cover X̃ → X, which is a v-topological πét
1 (X)-torsor over X.

Based on Faltings’ influential work in the case of curves, we have the following:

Theorem 1.11 (p-adic Simpson correspondence). Assume that K is algebraically closed and
X is a smooth proper rigid space over K. Then there is an equivalence of categories

{vector bundles on Xv} ∼−→ {Higgs bundles on Xét}.
It is non-canonical and depends on choices of a B+

dR/ξ
2-lift of X and an exponential on K.

We prove this in [Heub] based on the preparations in this article, a crucial role being played

by the Hitchin fibration on the Betti side H̃. The conjecture was previously known for curves
[Fal05] and line bundles [Heu22b], and there were many partial results e.g. in good reduction
settings [Wan23] and arithmetic situations over discretely valued fields [LZ17][MW].

On the other hand, moduli spaces can be used to strengthen this statement: As a first
example, by testing on perfectoid spaces associated to profinite sets, we can endow the sets of
isomorphism classes |BunGLn,v(K)| and |H iggsGLn

(K)| on either side with a natural topol-
ogy. One can then hope to refine Theorem 1.11 in a topological way that is very close to the
complex Corlette–Simpson correspondence:
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Conjecture 1.12. The equivalence of Theorem 1.11 induces a homeomorphism

|BunGLn,v(K)| ∼−→ |H iggsGLn
(K)|.

When X is a curve, this conjecture is proved in [HX24, Theorem 1.1.1]: Indeed, the choices
in Theorem 1.11 induce a trivialisation of the torsor P from Theorem 1.7 on K-points. Note
that Theorem 1.7 is completely canonical, so this gives a conceptual explanation of the choices
in Theorem 1.11 in a geometric fashion. We believe that this perspective should generalise.

1.7. Relation to other previous works, and outlook. There has recently been a great
deal of activity in p-adic non-abelian Hodge theory, and we now sketch how the results of
this article relate to some of these recent works, further to the relation to the local p-adic
Simpson correspondence discussed in detail in Section 6.3.

The first works in the area were due to Deninger–Werner [DW05][DW20], who define a
functor from certain Higgs bundles on X with vanishing Higgs field to representations, thus
giving a p-adic analogue to the complex theory of Narasimhan–Seshadri [NS65]. This was
extended by Würthen to the rigid setting [Wü23]. From our perspective, this treats those
v-vector bundles that are trivial étale-locally, and thus go to 0 under the Hitchin fibration.

So this theory plays out in the fibre over 0 of H̃, the analogue of the “nilpotent cone”.
The same is true for the works of Liu–Zhu [LZ17] and Min–Wang [MW], who study Qp-local

systems, respectively v-vector bundles, on a smooth rigid space X0 over a discretely valued
field k, and relate these to Higgs bundles over the base-change to the completed algebraic
closure K of k. In both of these cases, the associated Higgs bundles are nilpotent, which from
our perspective can be explained as follows: Functoriality in Theorem 1.5 implies that HTlog

is Galois-equivariant, and the same is true for the morphism H̃. Since the Galois invariants

of K(−1) are trivial, it follows that H̃ sends the associated v-vector bundles to 0.

Regarding v-vector bundles in p-adic Hodge theory, let us also mention the relation to
Sen theory, which is concerned with v-vector bundles on rigid spaces over discretely valued
fields L: The classical theory of Sen [Sen81] essentially describes v-vector bundles on Spa(L).
Recently, Sen theory has been further developed for rigid spaces over L by Shimizu [Shi18,
§3] based on [LZ17], Min–Wang [MW], Pan [Pan22, §3.2] and Rodŕıguez Camargo [RC23, §3].
The relation of our work to that of Rodŕıguez Camargo will be explained in [Heub, §4.2].

The generalisation from vector bundles to G-torsors in p-adic non-abelian Hodge theory
has, to the best of our knowledge, so far only been explored by one previous work: In the
case of Higgs bundles on curves with Higgs field θ = 0, Hackstein [Hac08] has generalised the
functor of Deninger–Werner to a functor on G-bundles for a reductive group G, in analogy to
the complex theory by Ramanathan [Ram75]. As one considers reductive G in the complex
theory, it is arguably a bit surprising that Theorems 1.5 and 1.10 allow any rigid group G.

Regarding moduli functors in p-adic non-abelian Hodge theory, the only case that has been
studied before is the case of G = Gm mentioned above, which we have studied in [Heua] in
terms of the rigid analytic Picard variety, the coarse moduli space of the v-stack BunGm,v.

As already mentioned, a major open question raised by Faltings is which Higgs bundles
correspond to representations of πét

1 (X) under the p-adic Simpson correspondence. Cases
in which this is known include line bundles [Heu22b] and abeloid varieties [HMW23]. Very
recently, Xu [Xu22] has extended the construction of Deninger–Werner in the case of curves,
by constructing an equivalence between representations and “potentially Deninger–Werner
Higgs bundles” over Cp. Little is known beyond these cases, and it currently seems difficult
to even formulate a conjecture in general. We have shown in [Heua] that for G = Gm, the
answer is already quite subtle and best described in terms of moduli spaces. For general G,
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this suggest studying the locus of pro-finite-étale bundles inside BunG,v, which is started in
[HX24, §9]. This is another main motivation to study moduli spaces in this context.

Regarding Theorem 1.5, already the case of G = Ga is new for smoothoid spaces and
has interesting applications: As we will explain in detail in [Heu24b], it yields a relative
version of the Hodge–Tate spectral sequence for smooth proper morphisms f : X → S of
rigid spaces. Related results have been obtained by Abbes–Gros [AG24], Caraiani–Scholze
[CS17, Corollary 2.2.4], He [He24, Theorem 12.2], and Gaisin–Koshikawa [GK22, Theorem
1.5].

In a different direction, and inspired by our article as well as [LZ17], Yu has recently shown
that for G = GLn, our sheafified correspondence of Theorem 1.5 can be lifted to the de Rham
period sheaf, with Higgs bundles replaced by vector bundles with t-connections [Yu24].

1.8. Overview. In §2, we introduce smoothoid spaces and their key technical properties. In
§3, we present some preparations on rigid groups G and the notion of G-Higgs bundles. We
start the proof of Theorems 1.2 and 1.5 in §4, by constructing a canonical and functorial map

Ψ : HiggsG → R1ν∗G.

In §5, we show that Ψ is an isomorphism. For this we can work locally. Indeed, in §6 we show
that the results of §5 also show the local p-adic Simpson correspondence, Theorem 1.10.

In §7, we discuss applications, in particular v-descent criteria, which culminate in the proof
of Theorem 1.4. In §8, we combine all of these results to define the two Hitchin fibrations (5)
and (6). We also discuss the relation to the continuous character variety.

Acknowledgements. We thank Peter Scholze for very helpful discussions, and especially
for his suggestion after seeing an early version of Theorem 1.5 that this could be used to
define an analogue of the Hitchin morphism. We also thank Johannes Anschütz, Juan Este-
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Setup, conventions and notation

Let K be a perfectoid field over Qp. One example that will appear is the field Qcyc
p

obtained by adjoining to Qp all p-power roots of unity and completing p-adically. We fix a
ring of integral elements K+ ⊆ K, e.g. the ring of integers K+ = OK . Let m ⊆ K+ be the
ideal of topologically nilpotent elements. For any α ∈ R≥0, we write pαm for the subset of
x ∈ K with |x| < |p|α.

Throughout we work with analytic adic spaces over (K,K+) in the sense of Huber [Hub94].
We take it as part of the definition that adic spaces are sheafy. In the very few cases where
we consider non-sheafy affinoids, we use the functor of points of Scholze–Weinstein [SW13,
Definition 2.1.5], and we call this a pre-adic space following [KL15, Definition 8.2.3].

By a rigid space we mean an adic space locally of topologically finite type over (K,K+), in
the sense of [Hub94, §3]. Since for a given K the ring K+ won’t change throughout, we often
suppress K+ from notation, and simply speak of rigid and adic spaces over K. Associated
to any rigid space X over K we have the pro-étale site Xproét in the sense of [Sch13a],
which is now sometimes called the “flattened” pro-étale site (although the difference between
different versions of the pro-étale site is not crucial for our purposes). For any adic space over
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K, we denote by Xét the étale site of Kedlaya–Liu [KL15, Definition 8.2.16/19](cf [Sch12,
Definition 7.1]): In particular, this may in general contain non-sheafy pre-adic spaces, but
we usually work in the setting of sousperfectoid spaces [HK][SW20, §6.3] where all objects of
Xét are sheafy. We call a morphism f : X → Y of adic spaces standard-étale if X and Y are
affinoid and f is a finite chain of compositions of finite étale morphisms and rational opens.
It is immediate from the definition of étale morphisms that standard-étale morphisms form
a basis of Xét.

We use perfectoid spaces in the sense of [Sch12] and write PerfK for the category of affinoid
perfectoid spaces over K, or equivalently of perfectoid (K,K+)-algebras. On this we have
the étale and v-topology in the sense of [Sch, §7], and we denote the corresponding sites by
PerfK,ét and PerfK,v. To any adic space X over K, Scholze associates a diamond X♢ over
K [Sch, §11,§15]: For our purposes, as we fix the perfectoid base field K, we can identify this
with a sheaf on PerfK,v. The functor −♢ is fully faithful on all subcategories of adic spaces
that we consider, and moreover identifies the étale sites [Sch, Lemma 15.6]. We therefore
often drop the −♢ from notation and switch back and forth freely between X and X♢. In
particular, we denote by Xqproét and Xv the quasi-pro-étale and the v-site of X♢ defined in
[Sch, §14]. If X is perfectoid, we also use the site Xproét from [Sch, §8].

2. Smoothoid spaces

In this section we introduce the class of smoothoid spaces and prove some basic properties.

2.1. Definition of smoothoid spaces and toric charts. We start by fixing the notion of
smooth morphisms we work with, following Huber:

Definition 2.1 ([Hub96, Corollary 1.6.10]). A morphism of adic spaces X → S is smooth

if locally on source and target it admits a factorisation X
h−→ S ×K Bd π1−→ S where Bd is the

unit ball over K of some dimension d, and h is an étale morphism.

It is possible to further extend the definition using the pre-adic étale site, but we shall in
this section restrict attention to (sheafy) adic spaces. In particular, it is part of our definition
that S ×K Bd exists as an adic space. This always holds if S is sousperfectoid.

Definition 2.2. We say that an adic space over Spa(K,K+) is smoothoid if it admits
an open cover by subspaces U that admit a smooth morphism of adic spaces U → Y to a
perfectoid space Y over K. We call such a morphism a smooth chart. A morphism of
smoothoid spaces is simply a morphism of adic spaces between smoothoid spaces.

Definition 2.3. We denote by SmdK,ét the category of smoothoid spaces over K endowed
with the étale topology. Note that any adic space étale over a smoothoid is again smoothoid.

For any d ∈ N, let Td = Spa(K⟨T±1
1 , . . . , T±1

d ⟩) be the d-dimensional affinoid torus over
(K,K+). Let

(9) Td
∞ := Spa(K⟨T±1/p∞

1 , . . . , T
±1/p∞

d ⟩)→ Td,

a pro-étale affinoid perfectoid cover. If Qcyc
p ⊆ K, this is Galois with group ∆ := Zd

p(1) =

lim←−n
µd
pn(K), i.e. it is a pro-étale torsor under ∆ regarded as a pro-finite adic group.

Definition 2.4. (1) For a smoothoid space X, a toric chart is a standard-étale map
f : X → Td×Y where Y is an affinoid perfectoid space. We call X toric if it admits a
toric chart. As standard-étale maps form a basis of the étale site, any smoothoid space
can be covered by toric open subspaces.
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(2) Let f ′ : X ′ → Td′ × Y ′ be a toric chart for a second smoothoid space X ′. Then by a
morphism of toric charts we mean a commutative diagram of morphisms of adic spaces

X ′ X

Td′ × Y ′ Td × Y

f ′ f

ϕ

where ϕ is a product of a morphism Y ′ → Y with a homomorphism Td′ → Td of rigid
groups. Then ϕ lifts canonically to a morphism of perfectoid spaces Td′

∞×Y ′ → Td
∞×Y .

Lemma 2.5. Any toric smoothoid space X fits into a Cartesian diagram

X Y

Z S

g

f

where f is a smooth morphism of smooth rigid spaces and Y is an affinoid perfectoid space.

Proof. Let h : X → Y ×Td be a toric chart where Y is affinoid perfectoid. Let (Yi)i∈I be the
inverse system of all smooth rigid spaces over (K,K+) with compatible morphisms from Y ,
then by [Heua, Proposition 3.17], we have Y ≈ lim←−Yi, and thus Y ×Td ≈ lim←−Yi×Td. As h is

standard-étale, hence quasi-compact quasi-separated, this implies by [Sch, Proposition 11.23]
that there is some i ∈ I for which h descends to an étale map Z → Yi × Td. □

We now collect some technical properties saying that smoothoid spaces are well-behaved
as adic spaces. These are all immediate applications of known results about adic spaces:

Lemma 2.6. Let X be a smoothoid adic space over K.

(1) X is sousperfectoid. If X is affinoid, then the structure sheaf O is acyclic on Xét.

(2) Diamondification defines an equivalence X♢
ét = Xét that identifies the structure sheaves,

where we see X♢ as a v-sheaf on PerfK with structure sheaf induced from that of PerfK .
(3) For the natural map ν : X♢

v → Xét, we have ν∗O+ = O+.
(4) Diamondification on smoothoid adic spaces defines a fully faithful functor

SmdK → {diamonds over Spd(K)}

(5) Any finite locally free O-module on Xét is already locally trivial in the analytic topology.

We may therefore freely switch between regarding X as a diamond or as an adic space.

Proof. Part 1 follows from [SW20, Prop. 6.3], see also [HK, Remark 10.6], or Lemma 2.16
below for an explicit argument. Acyclicity then holds for any analytic sheafy affinoid adic
space by [KL15, Theorem 2.4.23].

For 2, the equivalence of étale sites is [Sch, Lemma 15.6]. The identification of structure
sheaves boils down to the statement that ν∗O = O: This follows from [HK, Theorem 11.18].
Alternatively, we will see an independent proof in Proposition 2.9 below.

Part 3 also follows from [HK, Theorem 11.18]. Alternatively, it follows from ν∗O = O and
the fact that any f ∈ O(X) lies in O+(X) if and only if for any morphism of adic spaces
Spa(C,C+)→ X valued in an algebraically closed field C, we have x∗f ∈ C+.

Part 4 is immediate from part 2.
Part 5 follows from [KL15, Theorem 8.2.22.(d)]. □
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2.2. Differentials on smoothoid spaces via Hodge–Tate comparison. Our next goal
is to show that there is an intrinsic notion of “global” Kähler differentials Ω1

X on a smoothoid
adic space X: From the perspective of Hodge cohomology, it makes sense to postulate that
perfectoid spaces should have no differentials. This suggests that for a smooth morphism
X → Y over a perfectoid space Y , the global differentials of X should be given by the sheaf
of relative differentials Ω1

X|Y defined by Huber [Hub96, (1.6.2)].

The issue with this definition is that it is not immediately obvious that it is independent of
the smooth chart of X, and hence that it glues. It is therefore better to have a more intrinsic
definition of Ω1

X . For this we build on the following result mentioned in the introduction,
which is crucial in Scholze’s perspective on the Hodge–Tate comparison isomorphism:

Proposition 2.7 ([Sch13b, Proposition 3.23][Heu22b, Proposition.2.25]). Let X be a smooth
rigid space over K and consider the natural map ν : Xproét → Xét. Then there is for any
n ∈ N a natural isomorphism

Rnν∗O = Ωn
X{−n}.

Here {−n} denotes a Breuil–Kisin–Fargues twist, i.e. a Tate twist by Zp(−n) if Qcyc
p ⊆ K.

The isomorphism identifies the cup product on Rν∗O with the wedge product on differentials.

Remark 2.8. (1) One can always make choices to identify Ωn
X{−n} ∼= Ωn

X . But it is often
more natural to keep it, for example to keep track of Galois actions.

(2) Since Hi
v(Y,O) = 0 for any affinoid perfectoid space Y , one can equivalently formulate

Proposition 2.7 in terms of any finer site over Xproét, in particular for Xv → Xét. This
is the perspective we use in the following as it can be adapted to smoothoid spaces.

The main goal of this subsection is to prove the following generalisation of Proposition 2.7:

Proposition 2.9. Let X be a smoothoid space. Let ν : Xv → Xét be the natural map. Then

(1) Rnν∗O is a vector bundle on Xét.
(2) Suppose that there is a smooth morphism f : Z → S of rigid spaces (we do not require

Z and S to be smooth over K) such that X fits into a Cartesian diagram

X Y

Z S

g

f

where Y is perfectoid. Then there is a canonical and functorial isomorphism

Rnν∗O = g∗Ωn
Z|S{−n}.

Before we give a proof, we discuss some consequences. Firstly, we can use this to define:

Definition 2.10. Let X be a smoothoid space. For any n ∈ N, we set Ω̃n
X := Rnν∗O.

We also set Ω̃X := Ω̃1
X . It follows from the local description in Proposition 2.9 that Ω̃n

X

enjoys all usual compatibilities of the Kähler differentials. For example, the cup product

induces a natural isomorphism ∧nΩ̃X
∼−→ Ω̃n

X that we can use to define a wedge product

(10) ∧ : Ω̃i
X ⊗ Ω̃j

X → Ω̃i+j
X .

Definition 2.11. Let X be a smoothoid adic space. Then the number d := rkOX
Ω̃X is

locally constant on X, and we refer to it as the smooth dimension dimX of X.

A second advantage of the definition via R1ν∗O is that by the usual cohomological com-
parison between the big and small étale sites, we immediately obtain:

Lemma 2.12. The functor Ω̃n : X 7→ H0(X, Ω̃n
X) is a sheaf on the big étale site SmdK,ét of

smoothoid spaces over K. Explicitly, it is given by Rnµ∗O for µ : SmdK,v → SmdK,ét.
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Lemma 2.13 (cotangent sequence). Let f : X → Y be a morphism of smoothoid spaces that
is of topologically finite presentation. Then there is a natural right-exact sequence of sheaves
on Xét

f∗Ω̃Y → Ω̃X → ΩX|Y {−1} → 0

where ΩX|Y is Huber’s sheaf of relative Kähler differentials [Hub96, (1.6.2)]. If f is smooth,
this is an exact sequence of vector bundles. If f is étale, the first map is an isomorphism.

Proof. The first map exists by adjunction via Lemma 2.12. To prove the lemma, we can
work locally and may thus assume by rigid approximation that f is the base-change of a
morphism f0 : X0 → Y0 of smooth rigid spaces along a morphism Y → Y0. For f0, the exact
sequence translates by Proposition 2.7 to the {−1}-twist of the usual cotangent sequence, so
the Lemma holds by [Hub96, Proposition (1.6.3), Corollary (1.6.10)]. By Proposition 2.9 we
get the desired sequence via pullback. If f is smooth we can as in the proof of Lemma 2.5
arrange for f0 to be smooth. □

2.3. Computations with toric charts. For the proof of Proposition 2.9, we can work
locally and assume that we have a toric chart f : X → Td × Y for some affinoid perfectoid
space Y . We fix f for the rest of this subsection.

We start by adapting some technical results from [Sch13a, §4-5] to smoothoid spaces: The
chart f induces a perfectoid cover X∞ → X by pullback of X along the toric cover (9).
Throughout this subsection, we use the following notation for the associated Huber pairs:

X∞ Td
∞ × Y Td

∞

X Td × Y Td

O(−)
(R∞, R

+
∞) (B∞, B

+
∞) (A∞, A

+
∞)

(R,R+) (B,B+) (A,A+).

If Qcyc
p ⊆ K, then the vertical maps are ∆-torsors. For n ∈ N, let Td

n be the torus in the

variables T
1/pn

1 , . . . , T
1/pn

d , then Td
∞ ∼ lim←−n∈N Td

n. Let Xn = Spa(Rn, R
+
n ) be the pullback of

X → Td to Td
n, then X∞ ∼ lim←−Xn. As X∞ is standard-étale over Td

∞ × Y , it is perfectoid.

Finally, we fix any real number 1 ≥ α ≥ 1
p−1 . This will be required to kill some torsion.

The following is the analogue of [Sch13a, Lemmas 4.5 and 5.5] in our setting.

Lemma 2.14. (1) There is β ∈ R>0 such that the map R+⊗̂A+A+
∞ → R+

∞ is injective
with pβ-torsion cokernel.

(2) Let ϵ > 0, then after replacing X by the cover Xn → X for n≫ 0, we can take β < ϵ.
(3) Assume that Qcyc

p ⊆ K. Then for any s ∈ N and i ≥ 0, the kernel and cokernel of

Hi
cts(∆, R

+/ps)→ Hi
cts(∆, R

+
∞/p

s)

are killed by pγ where γ := 2β+α. The same is true for Hi
cts(∆, R

+)→ Hi
cts(∆, R

+
∞).

Proof. We first treat the case X = Td × Y . Write S+ = O+(Y ) and consider the map
g : S+⊗̂K+A+ → B+. Its domain can be described as S+⟨T±

1 , . . . , T
±
d ⟩ which is a ring

of definition of B = S⟨T±
1 , . . . , T

±
d ⟩, so g is an isomorphism after inverting p. It thus has

bounded p-torsion cokernel as B is uniform. On the other hand, after applying ⊗̂A+A+
∞ we

have maps

S+⊗̂K+A+⊗̂A+A+
∞ → B+⊗̂A+A+

∞ → B+
∞

a
= S+⊗̂K+A+

∞

where the last almost isomorphism comes from [Sch12, Proposition 6.18]. The composition is
clearly an isomorphism. Since the map A+/pn → A+

∞/p
n is flat for all n, the first map is still

injective with bounded p-torsion cokernel. Again by flatness, the middle term is p-torsionfree.
It follows that all of the above maps are almost isomorphisms, thus so is g.
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We now add a standard-étale map X → Td × Y . For this, the argument from [Sch13a,
Lemma 4.5] goes through: Let Z be a smoothoid for which we already know the statement,
e.g. Td × Y , and consider a standard-étale map h : X → Z. Write Z = Spa(B,B+) and
X = Spa(R,R+) with toric covers X∞ = Spa(R∞, R

+
∞) and Z∞ = Spa(B∞, B

+
∞).

Claim 2.15. The map R+⊗̂B+B+
∞ → R+

∞ has bounded p-torsion cokernel, and is an isomor-
phism after inverting p.

Proof. If h is a rational localisation defined by some f1, . . . , fr, g ∈ B, then a ring of definition
R0 := B+⟨ f1g , . . . ,

fr
g ⟩ of (R,R+) is given by the p-adic completion of the sub-algebra of

B+[ 1g ] generated by f1
g , . . . ,

fr
g . Similarly, B+

∞⟨
f1
g , . . . ,

fr
g ⟩ is a ring of definition of (R∞, R

+
∞).

Consider now T0 := R0⊗̂B+B+
∞ and let T+ be the integral closure of the image of T0 in

T := T0[
1
p ], then by construction Spa(T, T+) = X ×Z Z∞ = Spa(R∞, R

+
∞). It follows that

the natural map T0 → R+
∞ is an isomorphism after inverting p, and that both its image and

R+
∞ are rings of definition of R∞, hence T0 → R+

∞ has bounded p-torsion cokernel. The claim
follows by considering the composition T0 → R+⊗̂B+B+

∞ → R+
∞ since R0 ⊆ R+ has bounded

p-torsion cokernel, both being rings of definition of R.
If instead h is finite étale, then B∞ → R∞ = R ⊗B B∞ is finite étale, and the image of

R+⊗̂B+B+
∞ → R∞ is a ring of definition of R∞, so the statement follows by uniformity. □

Combining the first part of the proof and the claim, we see that in the composition

R+⊗̂A+A+
∞ → R+⊗̂B+B+

∞ → R+
∞,

both maps have bounded p-torsion cokernel and become an isomorphism after inverting p.
Since the first term is p-torsionfree by the same flatness argument as before, it follows that
the composition is injective already before inverting p. This proves part (i).

Part (ii) follows exactly as in [Sch13a, Lemma 4.5]: By the explicit description of the inte-
gral subrings of rational localisations [Sch12, Lemma 6.4], respectively finite étale extensions
of a perfectoid algebra, there is for any ϵ > 0 a subalgebra R+

∞,ϵ ⊆ R+
∞ that is topologically

finitely generated over B+
∞ and such that the cokernel R+

∞/R
+
∞,ϵ is pϵ-torsion.

To deduce part (iii) from (i), consider the diagram

Hi
cts(∆, R

+/ps) Hi
cts(∆, R

+
∞/p

s)

Hi
cts(∆, A

+/ps)⊗A+ R+ Hi
cts(∆, A

+
∞ ⊗A+ R+/ps).

By part (i), the right vertical map has p2β-torsion kernel and cokernel. The left vertical
map is an isomorphism: ∆ acts trivially on R+ and A+, so Hi

cts(∆,−) = Homcts(∧iZp
∆,−).

The bottom map has pα-torsion kernel and cokernel by [Sch13a, Lemma 5.5], which says
that

Hi
cts(∆, A

+
∞ ⊗A+ R+/ps) = Hi

cts(∆, A
+
∞)⊗A+ R+/ps

and that Hi
cts(∆, A

+)→ Hi
cts(∆, A

+
∞) is injective with pα-torsion cokernel.

It follows that the top map has p2β+α-torsion kernel and cokernel. The same works for
Hi

cts(∆, R
+
∞) when we instead use the last part of [Sch13a, Lemma 5.5]. □

As an immediate application, this shows more directly that X is sousperfectoid:

Lemma 2.16. The normalised traces A+
∞ → A+

n induce canonical Rn-linear and continuous
splittings trn : R∞ → Rn such that for any x ∈ R∞, we have trn(x)→ x for n→∞.

Proof. By Lemma 2.14.1, we get such splittings by applying −⊗̂A+R+ and inverting p. □
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Proof of Proposition 2.9. For part 1, we may work locally and assume that X is toric. Let us
first assume Qcyc

p ⊆ K. Then the Cartan–Leray sequence [Heu22b, Proposition 2.18] for the
∆-torsor X∞ → X induces isomorphisms Hn

v (X,O) = Hn
cts(∆,O(X∞)). By Lemma 2.14.3

and Proposition 2.7,

Hn
cts(∆,O(X∞)) = Hn

cts(∆,O(X)) = Hn
cts(∆,O(Td))⊗̂O(Td)O(X) = H0(Td, Ω̃n)⊗̂O(X).

This in particular shows that the cup product induces an isomorphism∧n
R1ν∗O ∼−→ Rnν∗O.

Next, we prove part 2. For this we use the following Lemma:

Lemma 2.17 ([Bha17, §3.4]). Let X be any stably uniform rigid space over K. Then there
is a canonical and functorial morphism of sheaves on Xét

H0( ̂LO+
Xét

|Zp
)[ 1p ]→ R1ν∗O{1}.

When X is a rigid space, the first term is = ΩX|K . Under this identification, when X is
moreover smooth, then this morphism agrees with the isomorphism from Proposition 2.7.

Proof. When K is algebraically closed, this is proved in [Bha17, §3.4]: The reference assumes
that X is a smooth rigid space, but the construction of the morphism goes through mutatis
mutandis when we replace the formal model Xaff by the site (Xan,O+).

The case of general K can be seen in the same way: We only need to see that

L̂K+|Zp
[ 1p ] = K{1}[1].

Let C be the completion of an algebraic closure of K, then the transitivity triangle for
Zp → K+ → C+ yields a canonical isomorphism, compatible with Galois actions

L̂K+|Zp
[ 1p ]⊗K C = L̂C+|Zp

[ 1p ].

The statement follows by taking Galois invariants, like in [Heu22b, Proposition 2.25]. □

Applying Lemma 2.17 to Z, we obtain a natural morphism

g∗Ω1
Z|K → g∗R1ν∗OZ → R1ν∗OX ,

and similarly for S. By functoriality, the following diagram commutes:

g∗Ω1
Z|K R1ν∗OX

g∗f∗Ω1
S|K g∗R1ν∗OY

But Y is perfectoid, so the bottom right term vanishes. By the cotangent sequence, we thus
obtain a natural morphism

g∗Ω1
Z|S → R1ν∗OX .

To see that this is an isomorphism, we can work locally on Z and thus assume that f factors
into an étale morphism Z → Td × S and the projection Td × S → S. Then X is étale over
Td × Y . The statement is then immediate from comparing Cartan–Leray sequences for the
toric towers Td

∞ × S → Td × S and Td
∞ × Y → Td × Y .

For general K, we deduce the results via Galois descent, exactly as in [Heu22b, Propo-
sition 2.25]: Let (C,C+) be the completion of an algebraic closure of (K,K+), let Q =
Gal(C|K) be the Galois group and XC the base-change. Then for any i, j ≥ 0 we have

Hi
cts(Q,H

j
v(XC ,O)) =

{
H0(X, Ω̃j

X) i = 0

0 i > 0,
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since Hj
v(XC ,O) = Ω̃j

XC
(XC) ∼= O(XC)

k as Q-modules for k =
(
d
j

)
by part 1, and the

map Hi
cts(Q,O(XC)) ↪→ Hi

cts(Q,O(XC,∞)) = Hi
v(X∞,O) = 0 for i > 0 is injective due to

Lemma 2.16. The Cartan–Leray sequence for XC → X now implies Hn
v (X,O) = H0(X, Ω̃n

X)
for any n ∈ N. Part 2 follows as the map h is an isomorphism after base-change to C. □

For a toric smoothoid space X, this gives an explicit description of Ω̃X depending on f :

Lemma 2.18. Assume K contains Qcyc
p . Then the chart f induces an isomorphism

HTf : Homcts(∆,O(X))→ H1
cts(∆,O(X∞))→ H1

v (X,O)→ H0(X, Ω̃X)

where the second map is from the Cartan–Leray sequence (Proposition A.4) for X∞ → X and
the last is from the Leray sequence for the morphism ν : Xv → Xét, using Proposition 2.9.

Proof. The first map is the isomorphism by Lemma 2.14.3. The second is an isomorphism as
H1

v (X∞,O) = 0. The third is an isomorphism as Hi
an(X,O) = 0 for i ≥ 1 by Lemma 2.6. □

Definition 2.19. Let Ω̃+
X ⊆ Ω̃X be the finite free O+-submodule (depending on f) given by

the image of HTf : Homcts(∆,O+(X))⊗O+(X) O+ → Ω̃X .

2.4. Non-cyclotomic base fields. Rather than deducing the case of general K from that
where K contains Qcyc

p by Galois descent, one can also give a more direct argument. We
record it since we need it later:

Assume that K does not contain all p-power roots of unity and consider the cyclotomic
extensionKcyc|K obtained by adjoining them. For simplicity, let us assume thatK contains at
least ζp. Then Spa(Kcyc)→ Spa(K) is a torsor under the profinite groupQ := Gal(Kcyc|K) ⊂
Z×
p such that Q = 1 + pmZp

∼= Zp for some m ∈ N.
Consider the base-change Xcyc → Spa(Kcyc) of X → Spa(K) along this extension. Denote

by (Rcyc, Rcyc+) its global sections. Similarly, let (Rcyc
∞ , Rcyc+

∞ ) be the global sections of the
base-change Xcyc

∞ → Spa(Kcyc) of X∞ → Spa(K), as in the last section. Then

Xcyc
∞ → Spa(Kcyc)→ Spa(K)

is again a pro-finite-étale Galois torsor for a group Λ which is canonically a split extension

0→ ∆→ Λ→ Q→ 0,

where ∆ is the Galois group of Xcyc
∞ → Spa(Kcyc) as in the last section. Namely, Λ = ∆⋊Q

is the semi-direct product given by the action of Q ⊆ Z×
p by multiplication on ∆. Writing

elements of Λ as tuples (γ, σ), these act on Kcyc⟨T±1/p∞⟩ via (γ, σ) · Tm = σ(am)ζmγTm.
We can now describe RΓcts(Λ, R

cyc+), as in Lemma 2.14. While calculations like these
are standard in p-adic Hodge theory, there is a major difference to the classical setting as in

[Tat67, §3]: For 0 ̸= i ∈ Z we have Qcyc
p (i)Z

×
p = 0, but for perfectoid K we instead have:

Lemma 2.20. For i ∈ Z, we have K+cyc(i)Q
a
= K+ and Hj

cts(Q,K
+cyc(i))

a
= 0 for j > 0.

Proof. K+cyc(i) with its Q-action defines an invertible O+-module Li on X := Spa(K,K+)

by descent from Spa(Kcyc), and Hj
cts(Q,K

+cyc(i)) computes Hj
v(X,Li) by the Cartan–Leray

sequence. But any such Li is trivial by [Heu22a, Corollary 2.25], so Hj
v(X,Li)

a
= 0. □

Lemma 2.21. (1) There is γ > 0 such that for any s, i ≥ 0, the kernel and cokernel of

Hi
cts(Λ, R

cyc+/ps)→ Hi
cts(Λ, R

cyc+
∞ /ps)

are annihilated by pγ . The same is true for the map Hi
cts(Λ, R

+cyc)→ Hi
cts(Λ, R

+cyc
∞ ).

(2) The restriction H1
cts(Λ, R

cyc+/ps)→ H1
cts(∆, R

cyc+/ps)Q is split surjective: a splitting
r is given by sending ρ : ∆ → Rcyc+/ps to the 1-cocycle r(ρ) : (γ, σ) 7→ ρ(γ). In the
limit over s, this also defines a splitting of H1

cts(Λ, R
+cyc)→ H1

cts(∆, R
+cyc)Q.
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(3) As an R+-module, H1
cts(∆, R

+cyc)Q is almost finite free of rank d.

Proof. Let Acyc = A⊗̂KK
cyc. The main calculation is that for any i, j ≥ 0 we have

Hj
cts(Q,H

i
cts(∆, A

cyc+/ps))
a
=

{
A+/ps j = 0,

0 j > 0.

Indeed, writing Acyc+/ps = ⊕i∈ZK
cyc+/ps · T i, this follows directly from Lemma 2.20. Let

now c > 0 be such that kernel and cokernel of the map Acyc+ ⊗A+ R+/ps → R+cyc/ps are

killed by pc for all s. Then Hj
cts(Q,H

i
cts(∆, R

cyc+/ps)) is p2c-torsion for j = 1 and any i, and
vanishes for j > 1 since Q ∼= Zp. By inflation-restriction, it follows that for any n ≥ 1, the
map

Hn
cts(Λ, R

cyc+/ps)→ Hn(∆, Rcyc+/ps)Q

is surjective with p2c-torsion kernel. The exact same argument also works for Rcyc+
∞ /ps, so

we can assume that there is c > 0 independent of s such that in the commutative diagram

Hi
cts(Λ, R

+cyc/ps) Hi
cts(∆, R

+cyc/ps)Q

Hi
cts(Λ, R

+cyc
∞ /ps) Hi

cts(∆, R
+cyc
∞ /ps)Q,

the top, bottom and right map have pc-torsion kernel and cokernel, thus also the left map.
To see part 3, we use that Homcts(∆, R

cyc+) ∼= Rcyc+(−1)d as R+-modules with Q-
action. We can regard Rcyc(−1) with its Q-action as a descent datum for an invertible
O+-module L along the cover Xcyc → X which has Galois group Q. In fact, since Rcyc(−1) =
R⊗̂KK

cyc(−1), this comes via pullback from the invertible O+-module L0 on Spa(K)v asso-
ciated to the descent datum Kcyc+(−1) for Spa(Kcyc)→ Spa(K). But L0 is free by [Heu22a,
Corollary 2.25], hence the global sections Rcyc(−1)Q of L are a free R+-module.

It remains to see part 2: As the elements of H1
cts(∆, R

+cyc/ps)Q = Homcts(∆, R
+cyc/ps)Q

are precisely the Q-equivariant homomorphisms, this is the elementary observation: □

Lemma 2.22. If G is a topological group with continuous Λ-action such that ∆ acts trivially,
then res : H1

cts(Λ, G)→ H1
cts(∆, G)

Q has a natural section sending ρ to sec(ρ) : (γ, σ) 7→ ρ(γ).

2.5. Higgs bundles on smoothoid spaces. Having introduced differentials on smoothoid
spaces, we obtain a notion of Higgs bundles:

Definition 2.23. Let X be a smoothoid space over K. A Higgs bundle on X is a pair

(E, θ) consisting of a vector bundle E on Xét and θ ∈ H0(X,End(E)⊗Ω̃1
X) such that θ∧θ = 0

in End(E)⊗ Ω̃2
X , where ∧ was defined in (10). Explicitly, this means that for any local basis

of Ω̃1
X , the coefficients of θ commute. Any such θ is called a Higgs field and can be written

as a map θ : E → E ⊗ Ω̃1. A morphism of Higgs bundles is a morphism of the underlying
bundles that commutes with the Higgs fields written in this form.

Definition 2.24. Let X be a smoothoid space and let (E, θ) be a Higgs bundle on X. Again
using the wedge product from (10), we can define the associated Higgs complex

C∗Higgs(E, θ) :=
[
E

θ−→ E ⊗ Ω̃1 θ1−→ E ⊗ Ω̃2 θ2−→ . . .
θn−1−−−→ E ⊗ Ω̃n

]
where the transition maps are defined as θk : E ⊗ Ω̃k θ⊗id−−−→ E ⊗ Ω̃1 ⊗ Ω̃k id⊗∧−−−→ E ⊗ Ω̃k+1.
Passing to the image of C∗Higgs(E, θ) in the derived category Db(Xét), we then set

RΓHiggs(X, (E, θ)) := RΓét(X, C∗Higgs(E, θ)).

We call Hk(X, (E, θ)) := Hk(RΓHiggs(X, (E, θ))) the Dolbeault cohomology of (E, θ).
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3. Rigid groups as v-sheaves

In this short section, we briefly collect some background on rigid analytic group varieties:

Definition 3.1. A rigid group is a group object in the category of rigid spaces over K.

Since K has characteristic 0, a rigid group is automatically smooth [Far19, Proposition 1].

Example 3.2. (1) Any algebraic group over K defines a rigid group via analytification.
(2) If G is a formal group scheme of topologically finite type over K+, its adic generic

fibre is a rigid group. A rigid group over K is said to have good reduction if it is
isomorphic to the adic generic fibre of a smooth formal group scheme G over K+.

As always, we identify G with the associated diamond, an abelian v-sheaf on PerfK .

3.1. The Lie algebra and its exponential. We now recall some basic constructions on
rigid groups, and refer to [Heu22a, §3] for more details.

Rigid groups are the non-archimedean analogues of complex Lie groups. One way in which
this analogy manifests itself is by the p-adic Lie algebra Lie group correspondence:

Let G be any rigid group, then its tangent space at the identity inherits the structure of
a Lie algebra g over K of dimension dimK g = dimG. We consider this as a v-sheaf via the
associated vector group over K, i.e. we set g(Y ) = g ⊗K O(Y ) on PerfK,v. Then there is a
natural adjoint action ad : G → End(g). Sending a rigid group to its associated Lie algebra
defines an equivalence of categories after localising at the class of open subgroups. Moreover,
as for complex Lie groups, there is an exponential relating G and g:

Proposition 3.3 ([Heu22a, Proposition 3.5]). There is an open subgroup g◦ ⊆ g whose
underlying rigid space is isomorphic to Bd, and a rigid open subgroup G◦ ⊆ G with an
isomorphism of rigid spaces

exp : g◦ ∼−→ G◦

that sends open subgroups onto open subgroups, and is functorial in G.

Corollary 3.4. Any rigid group G has a neighbourhood basis (Uk)k∈N of 1 of open subgroups
Uk ⊆ G of good reduction whose underlying rigid space is isomorphic to Bd.

Lemma 3.5 ([Heu22a, Lemma 3.10]). Let Y be any adic space over K.

(1) If A,B ∈ g◦(Y ) satisfy [A,B] = 0, then exp(A) and exp(B) commute and

exp(A+B) = exp(A) exp(B).

(2) If g, h ∈ G◦(Y ) commute, then [log(g), log(h)] = 0 and log(gh) = log(g) + log(h).
(3) If g1 ⊆ g2 ⊆ g◦ with images G1 ⊆ G2 ⊆ G under exp and g ∈ G1(Y ) are such that

ad(g)(g1) ⊆ g2, then g
−1G1g ⊆ G2. For A ∈ g1(Y ), we then have

exp(ad(g)(A)) = g−1 exp(A)g.

Proposition 3.6 ([Heu22a, §4.2]). If G has good reduction, then the Lie algebra of the formal
model induces a finite free O+-submodule g+ ⊆ g. Let g+k := pk · m · g+, then there is α > 0

such that exp is defined on g+k for any k > α, and Gk := exp(g+k ) is an open subgroup of G
such that for any α < r < s ∈ Q with s ≤ 2r−α0 ∈ Q, the exponential induces isomorphisms

exp : g+r /g
+
s
∼−→ Gr/Gs, exp : g+r (X)/g+s (X) ∼−→ Gr(X)/Gs(X)

of abelian sheaves on SmdK,ét, respectively of abelian groups for any X ∈ SmdK .

The Gk can be described as the kernel of the reduction mod pkm. In particular:

Lemma 3.7 ([Heu22a, Lemma 4.18]). If G has good reduction, then we have G = lim←−k∈NG/Gk.
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3.2. Torsors under rigid groups. We now recall the definition of G-torsors on diamonds,
which we studied in [Heu22a, §3].

Definition 3.8. Let X be any diamond and let τ ∈ {ét, v}. Then a G-torsor on Xτ is a
sheaf F on Xτ with a left action m : G×F → F by G such that there is a τ -cover of X ′ → X
where there is a G-equivariant isomorphism G×XX

′ ∼−→ F ×XX
′. A morphism of G-bundles

on Xτ is a G-equivariant morphism of sheaves on Xτ .

It is clear that the set of isomorphism classes of G-torsors on Xτ is given by H1
τ (X,G).

Remark 3.9. Any morphism of G-torsors is an isomorphism. So the category of GLn-torsors
has the same objects as the category of vector bundles of rank n, but fewer morphisms.

Lemma 3.10 ([Heu22a, Proposition 3.16]). There is a natural fully faithful functor

{G-torsors on Xét} ↪→ {G-torsors on Xv}

which on isomorphism classes induces the natural map H1
ét(X,G)→ H1

v (X,G).

Finally, we recall the main technical results from [Heu22a] about G-torsors on adic spaces:

Lemma 3.11 ([Heu22a, Lemma 4.27]). If X is an affinoid perfectoid space and G is a rigid
group of good reduction. Then for any k > α, we have H1

v (X,Gk) = 1.

Proposition 3.12 ([Heu22a, Proposition 4.8]). Let G be a rigid group and let U ⊆ G be a
rigid open subgroup. Let X be any sousperfectoid space and let ν : Xv → Xét be the natural
map. Then the morphism

R1ν∗U → R1ν∗G

is surjective. If G is commutative, then Rkν∗U = Rkν∗G for all k ≥ 1.

3.3. G-Higgs bundles. Like in complex geometry, one can generalise the notion of Higgs
bundles on smoothoid spaces from vector bundles to G-bundles for any rigid analytic group
G over K.

Definition 3.13. Let X be a smoothoid space. For any G-bundle E on Xét, one defines
the adjoint bundle of E to be ad(E) := g×G E, the associated bundle with respect to the
adjoint action ad : G→ GL(g). This has the natural structure of a vector bundle on Xét.

Example 3.14. If G = GLn, then ad(E) = End(E) is the endomorphism bundle.
If E = G is the trivial bundle, then ad(E) = g. This holds for any E if G is commutative.

Since the adjoint action of G commutes with the Lie bracket on g, we obtain by functoriality
a Lie bracket on ad(E). We can use this to define a natural map

∧ : ad(E)⊗ Ω̃1
X → ad(E)⊗ Ω̃2

X ,

θ =
∑n

i=1Ai ⊗ δi 7→ θ ∧ θ :=
∑

i<j [Ai, Aj ]⊗ δi ∧ δj .

Definition 3.15. Let X be a smoothoid space over K.

(1) A G-Higgs bundle on X is a pair (E, θ) of a G-bundle E on Xét and an element

θ ∈ H0(X, ad(E)⊗ Ω̃X) such that θ ∧ θ = 0. Such θ are called Higgs fields.
(2) We denote by HiggsG the sheafification of the presheaf of pointed sets on Xét of iso-

morphism classes of G-Higgs bundles. Using Lemma 2.12, there is for any morphism
of smoothoids f ′ : X ′ → X a natural pullback map HiggsG(X) → HiggsG(X

′). We
can therefore also regard HiggsG as a sheaf on the big étale site SmdK,ét.

Remark 3.16. If G is commutative, then there is no interrelation between E and θ, and the

Higgs field condition is vacuous. Therefore θ is in this case simply any section of g⊗ Ω̃.
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Lemma 3.17. There is a natural isomorphisms of sheaves of pointed sets

HiggsG = (g⊗ Ω̃X)∧=0/G

given by interpreting the right hand side as a Higgs field on the trivial bundle. Here on the
right we form the sheaf quotient by the adjoint action of G.

Proof. The map from right to left is injective for presheaves, thus also after the sheafification.
It is surjective since for any G-Higgs bundle (E, θ), the G-bundle E is trivial étale-locally. □

Example 3.18. Explicitly, for G = GLn, we have HiggsG = (Mn(K)⊗K Ω̃X)∧=0/GLn.

The notion of Higgs bundles is functorial in G, namely for any homomorphism φ : G→ G′

of rigid groups there is a functor from G-Higgs bundles to G′-Higgs bundles defined by sending
(E, θ) to (G′ ×G E, g′ ×G θ). This defines a morphism of sheaves HiggsG → HiggsG′ .

Example 3.19. If G ⊆ G′ is an open subgroup, then this morphism is clearly surjective. But
it might not be injective: For X = Spa(K⟨T ⟩), the Higgs fields A1dT and A2dT on E = O2

for A1 := ( 1 1
0 1 ) and A2 :=

(
1 p
0 1

)
are conjugated over G′ = GL2(O) via ( p p

0 1 ), but not over
G = GL2(O+). Hence they are different elements in the same fibre of HiggsG → HiggsG′ .

Nevertheless, if we just consider the kernel, i.e. the fibre over 0, we do have the following:

Lemma 3.20. (1) If f : X ′ → X is a morphism of smoothoid spaces such that the map

f∗ : Ω̃X → f∗Ω̃X′ on Xét is injective, then HiggsG(X)→ HiggsG(X
′) has trivial kernel.

(2) If φ : G→ G′ is a homomorphism of rigid groups over K such that g→ g′ is injective
(e.g. if φ is injective), then HiggsG(X)→ HiggsG′(X) has trivial kernel.

Example 3.21. (1) If f : X ′ → X is an étale morphism with Zariski-dense image, then

Ω̃X′ = f∗Ω̃X and OX → f∗OX′ is injective, hence the conditions of the lemma hold.
(2) Let X be a smooth rigid space and let g : Y ′ → Y be a v-cover of perfectoid spaces.

Set f = (id, g) : X × Y ′ → X × Y . Then again Ω̃X′ = f∗Ω̃X , and OX → f∗OX′ is
injective by the v-sheaf property. Thus the condition of the lemma holds.

Proof. We first observe that the surjective morphism of sheaves (g⊗ Ω̃X)∧=0 → HiggsG has
trivial kernel since x ∈ g is conjugated to 0 via the adjoint action if and only if x = 0.

Let now x ∈ HiggsG(X) be in the kernel. After passing to an étale cover X̃ → X with

pullback X̃ ′ → X ′, we can assume that x lifts to x̃ ∈ (g⊗ Ω̃X)(X̃). Chasing the diagram

(g⊗ Ω̃X)∧=0(X̃) HiggsG(X̃)

(g⊗ Ω̃X)∧=0(X̃ ′) HiggsG(X̃
′)

in which the map on the left is injective by assumption, we see that x̃ = 0, whence x = 0.

Part 2 can be seen similarly, using that (g⊗ Ω̃X)∧=0 → (g′ ⊗ Ω̃X)∧=0 is injective. □

4. From G-Higgs bundles to v-topological G-bundles

With the preparations of the last section, we can now state our main result, the sheafified
correspondence between v-G-bundles and G-Higgs bundles:

Theorem 4.1. Let K be a perfectoid field over Qp. Let X be a smoothoid space over K (for
example a smooth rigid space) and let ν : Xv → Xét be the natural morphism of sites. Let G
be a rigid group over K, regarded as a sheaf of groups G = G(O) on Xv. Let g be the Lie
algebra. Then there is a canonical isomorphism of sheaves of pointed sets on Xét

HTlog : R1ν∗G
∼−→ HiggsG
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which is functorial in G, X and K. Here HiggsG = (g⊗ Ω̃X)∧=0/G (see Definition 3.15).
If G is commutative, we more generally have for any n ≥ 1 an isomorphism

HTlog : Rnν∗G
∼−→ g⊗ Ω̃n

X .

Remark 4.2. (1) The notions ofG-torsors agrees onXv andXqproét, as well as onXproét if
X is smooth or perfectoid, by [Heu22a, Corollary 4.29]. It follows that in the hierarchy

Xv → Xqproét → Xproét → Xét,

replacing Xv with Xqproét (or Xproét) gives an equivalent formulation of Theorem 4.1.
(2) If G = GLn, then by Lemma 2.6.5 also the G-torsors on Xét and Xan are equivalent,

so we could replace ν by the projection to Xan. But this is not true for general G.
(3) As mentioned in the introduction, the case of G = Ga and smooth rigid X recovers

Scholze’s result that Rnν∗O = Ω̃n
X for any n ≥ 1. In [Heu21], we have studied the case

of G = Gm. For all other G, the result is new already for smooth rigid X.

(4) If X is perfectoid, then Ω̃n
X = 0 for all n ≥ 1, hence HiggsG = 0. So this case recovers

[Heu22a, Theorem 1.1], which said that R1ν∗G = 0 in this case. That said, we note
that the cited result is used in the proof of Theorem 4.1.

(5) At least for commutative G, we can informally remember Theorem 4.1 as saying that
one can compute R1ν∗G(O) by a “chain rule” applied to the “composition” G(O), with
g interpreted as the “derivative” of G, and Ω̃1

X as the “derivative” of O.
(6) The functoriality in X and K means in other words that the morphisms HTlog for

varying X can be assembled to an isomorphism of sheaves on the big site SmdK,ét.
(7) That K is perfectoid is necessary: For example, if K is instead discretely valued, then

already Spa(K) has many non-trivial v-vector bundles, as described by Sen theory.
(8) Already for algebraic G like G = GLn the proof goes by considering analytic open

subgroups of G, so the perspective of rigid groups is natural already in this case.
(9) Rigid groups are the p-adic analogues of complex Lie groups. However, in the context

of the complex Simpson correspondence (see Section 8.8), one usually only works with
reductive Lie groups, and we are not aware of any version without this assumption.

The proof of Theorem 4.1 will take us two sections. Let us begin with an overview of
the strategy: We first treat the case of commutative G in §4.1, which is done by defining
an exponential map HiggsG → R1ν∗G. The main reason why this case is easier is that for
commutative G, the exponential is a homomorphism, hence it induces a map on cohomology.

The basic idea for generalising this to the non-commutative case is to approximate both

H0(X, Ω̃) and H1
v (X,G) by continuous cocycles associated to perfectoid Galois covers, and

to define a map

ΨG : HiggsG → R1ν∗G

by exponentiating these cocycles. Carrying this out is the subject of §4. To this end, in §4.2,
we need to make certain choices which essentially amount to choices of representative cocycles

for H0(X, Ω̃). These allow us to first define a local and integral version Φ+
grp of Φ in §4.3:

This is a map of sets defined on a certain integral submodule of H0(X, Ω̃ ⊗ g)∧=0 where we
have convergence of exponentials. In §4.4, we explain how to extend this map to a map on
the full module

ΨX,G : H0(X, Ω̃⊗ g)∧=0 → R1ν∗G(X)

by a Galois descent argument. Finally, in §4.5, we explain that this map is independent of
all choices, functorial in X and G-equivariant. All in all, this allows us to assemble the ΨX,G

for varying X into the desired morphism ΨG, which is canonical and functorial in G.
The goal of §5 is to show that ΨG is an isomorphism. For this we can work locally, and as

we will explain, one can therefore restrict attention to certain “abelian cocycles” coming from
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toric charts. In §5.3 we will use this to prove that ΨG is surjective, by generalising a lifting
argument of Faltings from the local p-adic Simpson correspondence [Fal05, §2] from the case
of GLn to general rigid G. When G has good reduction, a similar argument also proves that
ΨG is injective. The subject of §5.5 is to treat injectivity of ΨG for general rigid G. For this
we need to give a different argument than in [Fal05]: Our approach is to reduce to the case
of good reduction by a method which ultimately relies again on a decompletion argument.

Having explained the overall strategy, we now prepare the construction, let g◦ ⊆ g be
an open subgroup of the Lie algebra isomorphic as a rigid group to O+d that admits an
exponential map of rigid spaces exp : g◦ → G. It will in the following be irrelevant how
large this subgroup g◦ is, as long as it is open and thus satisfies g = ∪k∈Np

−kg◦. It will be
convenient to take g◦ small enough so that exp still converges on p−1g◦. By Proposition 3.3,
the image of g◦ under exp defines a rigid open subgroup

G◦ ⊆ G.
For any affinoid adic space X over K, the set G◦(X) inherits the structure of a topological
group in a canonical way, with underlying topological space homeomorphic O+d(X) via exp.

4.1. The morphism Ψ in the commutative case. By way of motivation, we first consider
the much simpler case that G is a commutative rigid group: Apart from Ga and Gm and their
open subgroups, examples for such G include abelian/abeloid varieties and analytic p-divisible
groups in the sense of Fargues [Far19].

If G is commutative, then exp is a homomorphism and restricts to an isomorphism of rigid
groups exp : g◦ → G◦. For any m ≥ 0 we derive from this an isomorphism

exp : Rmν∗g
◦ ∼−→ Rmν∗G

◦.

Proof of Theorem 4.1 for commutative G. We begin by observing that by Proposition 3.12

applied to O+ ⊆ O, we have Rmν∗O+ = Rmν∗O = Ω̃m. The projection formula then shows

Rmν∗g
◦ = g◦ ⊗Rmν∗O+ = g⊗ Ω̃m.

Composing with exp, we obtain from this a canonical and functorial morphism

(11) ΨG : g⊗ Ω̃m = Rmν∗g
◦ exp−−→ Rmν∗G

◦ → Rmν∗G.

By Proposition 3.12 applied to G◦ ⊆ G, also the last morphism is an isomorphism. □

Theorem 4.1 for commutative G is already interesting for smooth rigid X, where as a
consequence, we get a generalisation of the Hodge–Tate spectral sequence, with G-coefficients:

Corollary 4.3. The Leray sequence for Xv → Xét induces a first quadrant spectral sequence

Eij
2 :=

{
Hi

ét(X,G) if j = 0

Hi
ét(X, Ω̃

j
X)⊗K g if j > 0

}
⇒ Hi+j

v (X,G).

Of course this simple construction of ΨG cannot work for general G since exp is then not
a homomorphism, and cannot be derived. The basic idea, going back to Faltings [Fal05], is
to represent both sides as group cohomology and apply exp to carefully chosen cocycles.

4.2. Preparations and choices. As long as we later prove that our construction is canonical
and functorial in X, it suffices to construct ΨG locally. We may therefore assume that
X = Spa(R,R+) is a toric affinoid smoothoid space in the sense of Definition 2.4. Note that
we do not fix a toric chart.

We begin by making some auxiliary choices, we later prove that the construction is inde-
pendent of these. We first choose any affinoid perfectoid pro-finite-étale Galois cover

X̃ = Spa(R̃, R̃+)→ X = Spa(R,R+).
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Remark 4.4. In practice, there are various concrete ways to choose this:

(1) If Qcyc
p ⊆ K, we can choose a toric chart and consider the toric tower as in Section 2.3.

(2) If Spec(O(X)) is connected, then any choice of base point x ∈ X(K) induces an

affinoid perfectoid universal pro-finite-étale cover X̃ → X, defined as the inverse limit
over Zariski-connected finite étale covers of X together with a fixed lift x̃ of x.

However, the greater generality is useful to show that the construction is canonical and
functorial. It also allows for a uniform treatment independent of whether Qcyc

p ⊆ K or not.

Let us denote the Galois group of X̃ → X by π, then X̃ → X is a pro-finite-étale π-torsor.

As H1
v (X̃,O) = 0, the Cartan–Leray sequence Proposition A.4 induces an isomorphism

H1
cts(π, R̃) = H1

v (X,O) = H0(X, Ω̃X).

Since X is toric, H0(X, Ω̃X) is finite free over R. Moreover, by Lemma 2.14 we can up to

bounded torsion identify H1
v (X,O+) with an R+-sublattice of rank d of H0(X, Ω̃). Thus

H0(X, Ω̃)◦ := im
(
H1

cts(π, R̃
+)

a
= H1

v (X,O+)→ H0(X, Ω̃)
)

is an open R+-submodule of H0(X, Ω̃) that generates the whole module upon inverting p.

We now choose a basis δ = (δ1, . . . , δd) of H0(X, Ω̃) as an R-module that already lies in

m ·H0(X, Ω̃)◦. Let

H0(X, Ω̃)+ ⊆ H0(X, Ω̃)◦

be the finite free R+-sublattice spanned by δ. We also write this as H0(X, Ω̃)+,δ to indicate

the dependence on δ. Third, we now choose for each δi a representative ρi : π → R̃+ in the

set of continuous 1-cocycles Z1
cts(π, R̃

+) that maps to δi under the map

HT ◦[−] : Z1
cts(π, R̃

+)
[−]−−→ H1

cts(π, R̃
+)→ H1

v (X,O+)
HT−−→ H0(X, Ω̃)◦.

Choices 4.5. In summary, we have made the following choices:

(1) an affinoid perfectoid pro-finite-étale cover X̃ → X that is Galois with group π,

(2) a basis δ = (δ1, . . . , δd) of H
0(X, Ω̃),

(3) a set of representative 1-cocycles ρi ∈ Z1
cts(π,O+(X̃)) such that HT([ρi]) = δi.

Of course the ρi determine the δi, but it is later helpful to see this choice as two steps.

Remark 4.6. In the special case that Qcyc
p ⊆ K and X̃ → X is a toric cover, there are canon-

ical choices for (2) and (3), so no additional choices are necessary: Indeed, by Lemma 2.14

we then have H0(X, Ω̃) = Homcts(∆,O(X)). One can then choose the δi to be the pullbacks

of the translation invariant differentials dT1

T1
, . . . , dTd

Td
on Td along the chart X → Td, and let

ρi be the associated maps ∆ = π → R, which can be shown to always factor through R+.
In fact, one can in this special case construct Ψ without using such bases, cf Theorem 6.5.
That being said, the above generality is useful even in this case, since the proof of inde-

pendence of the toric chart would lead back to working with more general ρi. Furthermore,
the given generality allows us to treat more general perfectoid K over Qp.

4.3. The integral morphism Φ+: exponentiating cocycles. Having made Choices 4.5,
we now construct as the first step a map

Φ+
grp : (H0(X, Ω̃)+ ⊗R+ g◦(R))∧=0 → H1

cts(π,G
◦(R̃)).

Let θ be an element on the left. Since g◦ is a finite free O+-module, H0(X, Ω̃)+ ⊗R+ g◦(R)

is a finite free R+-module. Therefore θ has a unique expansion θ =
∑d

i=1 δi ⊗Ai in terms of
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the basis δ of the free R+-module H0(X, Ω̃)+ for some Ai ∈ g◦(R). The condition θ ∧ θ = 0
means precisely that the Ai commute with each other. We now first define a map

Φ̃+
grp : H0(X, Ω̃)+ ⊗R+ g◦(R) → Mapcts(π,G

◦(R̃))

d∑
i=1

δi ⊗Ai 7→
(
γ 7→

d∏
i=1

exp(ρi(γ) ·Ai)
)
.

This is well-defined as ρi has image in R̃+ and Ai ∈ g◦(R), so their product lies in g◦(R̃).
The commutativity condition in Lemma 3.5 is precisely the reason why the definition is

only really sensible when we restrict to Higgs fields, where the matrices Ai commute:

Lemma 4.7. If θ ∧ θ = 0, then Φ̃+
grp(θ) is a 1-cocycle. Hence Φ̃+

grp induces a map

Φ+
grp : (H0(X, Ω̃)+ ⊗R+ g◦(R))∧=0 → H1

cts(π,G
◦(R̃)).

Proof. Using that ρi ∈ Z1
cts(π, R̃

+), we have by Definition A.1 for any γ1, γ2 ∈ π

Φ̃+
grp(θ)(γ1 · γ2) =

∏
i exp(ρi(γ1)Ai + γ∗1ρi(γ2)Ai).

Since ρi(γ1) and γ∗1ρi(γ2) are scalars in R̃+, any two elements of the subset of g◦(R̃) given
by ρi(γ1)Ai and γ

∗
1ρi(γ2)Ai for i = 1, . . . , d still commute. We may thus write this as

=
∏

i exp(ρi(γ1)Ai) · γ∗1
∏

i exp(ρi(γ2)Ai) = Φ̃+
grp(θ)(γ1) · γ∗1 Φ̃+

grp(θ)(γ2). □

Via the map H1
cts(π,G

◦(R̃))→ H1
v (X,G

◦) of the Cartan–Leray sequence, we get a map

Φ+ : (H0(X, Ω̃)+ ⊗R+ g◦(R))∧=0
Φ+

grp−−−→ H1
cts(π,G

◦(R̃))→ H1
v (X,G

◦)→ H1
v (X,G).

If we want to indicate X, G or the choice of δ and ρ, we add this as a subscript, e.g. Φ+
X,δ.

At this point, we have associated to any “small” G-Higgs field on the trivial bundle a
“small” v-G-bundle. One can show that this construction is in fact functorial in X in the
sense that one could define a notion of compatible choices as in Choices 4.5 with respect to
a morphism X ′ → X of smoothoid adic spaces, for which Φ+

X and Φ+
X′ commute with the

pullback maps. But the construction of Φ+ is not independent of our choices. However, we
will later prove that the construction becomes independent of choices as well as functorial
after sheafifying. As an intermediate step, we already need the following weaker statement:

Lemma 4.8. For each i = 1, . . . , d, let ρ′i ∈ Z1
cts(π, R̃

+) be such that [ρ′i] = [ρi] in H
1
cts(π, R̃

+)
a
=

H1
v (X,O+). Then Φ+ is the same whether it is computed using ρi or ρ

′
i.

This is weaker than independence of the choice of ρi, as ρi is by definition also a preimage

of δi under the map HT : H1
v (X,O+)→ H0(X, Ω̃) which is in general not injective.

Proof. That [ρi] = [ρ′i] means that there is xi ∈ R̃+ such that ρ′i(γ) = γ∗xi + ρi(γ) − xi for
all γ ∈ π. Since γ∗x and x are scalars in R̃+, all the γ∗xAi, xAi and ρ

′
i(γ)Ai in g◦(R̃) still

commute with each other for all i. Consequently, for any γ ∈ π we have∏
i exp(ρ

′
i(γ)Ai) = γ∗

(∏
i exp(xiAi)

)
·
∏

i exp(ρi(γ)Ai) · (
∏

i exp(xiAi))
−1.

Setting y :=
∏

i exp(xiAi) ∈ G◦(R̃), we see that
∏

i exp(ρi(γ)Ai) and
∏

i exp(ρ
′
i(γ)Ai)

agree up to the γ-conjugation by y and thus have the same image in H1
cts(π,G

◦(R̃)). □

We will frequently use the following simple observation to make cocycles small:
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Lemma 4.9. Let 0 ̸= a ∈ K+. Suppose that each ρi has image in aR̃+. Then a−1δ is a basis

of H0(X, Ω̃) contained in the image of H1
v (X,O+), and a−1ρ is a choice of integral cocycle

representatives for a−1δ. Then on (H0(X, Ω̃)+,δ ⊗R+ g◦(R))∧=0 we have Φ+
a−1ρ = Φ+

ρ , but

Φ+
a−1ρ is now defined on the larger space (H0(X, Ω̃)+,δ ⊗R+ a−1g◦(R))∧=0.

Proof. Clear from the definition by writing Ai · ρi = aAi · a−1ρi. □

4.4. Extension to all Higgs field. Next, we extend Φ+ to a morphism on all of (H0(X, Ω̃)⊗
g)∧=0. For this, we first note that already the case of G = Gm and X = B2 shows that

HTlog : H1
v (X,Gm)→ H0(X, Ω̃) is in general not surjective, see [Heu22b, §6]. We can there-

fore only expect Φ+ to extend to all Higgs fields after étale sheafification on X, i.e. after
passing from H1

v (X,G) to R
1ν∗G.

We therefore now compose Φ+ with the map from the Leray sequence of ν : Xv → Xét

Ψ+ : (H0(X, Ω̃)+ ⊗ g◦(K))∧=0 Φ+

−−→ H1
v (X,G)→ R1ν∗G(X).

As before, we denote this by Ψ+
X or Ψ+

X,δ etc. if we want to indicate X, G, or our choices.
This is the map that we now extend to all Higgs fields: The basic idea for doing so is that
every Higgs fields becomes small on a finite Galois cover, by the following two lemmas.

Lemma 4.10. If X̃ → X ′ → X is a sub-cover such that f : X ′ → X is finite étale, then

f∗Ω̃X = Ω̃X′ by Lemma 2.13. Therefore Choices 4.5 induce natural choices for X ′:

(1) For the Galois cover we use X̃ → X ′, whose Galois group is an open subgroup π′ ⊆ π.
(2) For the basis of H0(X ′, Ω̃) we use the image of δ under H0(X, Ω̃)→ H0(X ′, Ω̃).
(3) For the representatives we use the restriction of the ρi to π

′.

Lemma 4.11. Let k ∈ N. For any small enough normal open subgroup π′ ⊆ π corresponding
to a finite étale Galois cover f : X ′ → X, the induced cocycles ρi from Lemma 4.10 have

image in pkO+(R̃). In particular, for any θ ∈ (H0(X, Ω̃)⊗K g(K))∧=0, we can arrange that

f∗θ ∈ H0(X ′, Ω̃)+,δ′ ⊗K+ g◦(K) where δ′ := p−kδ.

Proof. Since ρi : π → O+(X̃) is continuous, ρ−1
i (pkO+(X̃)) ⊆ π is an open neighbourhood of

the identity. It therefore contains an open normal subgroup π′ ⊆ π. This corresponds to a

finite étale cover X ′ → X on which the restriction of ρi to π
′ maps into pkO+(X̃). □

The idea is now to pass to such a cover X ′ → X and apply Ψ+
X′ there. In order to be able

to use this to extend Ψ+
X to (H0(X, Ω̃)⊗K g(K))∧=0, we need to see that we can descend the

image of Ψ+
X′ back to X. For this we use a first instance of functoriality of Ψ in X:

Lemma 4.12. Let f : X̃ → X ′ → X be a subcover such that X ′ → X is finite étale and
Galois with group Q. Let δ′ and ρ′ be the choices induced by Lemma 4.10. Then the map

Φ+
X′,δ′,ρ′ : (H0(X ′, Ω̃)+⊗K+ g◦(K))∧=0 → H1

v (X
′, G) is equivariant for the natural Q-actions

on either side. In particular, so is Ψ+
X′ .

Proof. Write π′ for the Galois group of X̃ → X ′, then Q = π/π′. Consider the restriction

res : H1
cts(π, R̃

+)→ H1
cts(π

′, R̃+)Q,

where we recall that the natural action of Q on classes in H1
cts(π

′, R̃+) is given for g ∈ Q with

any lift g̃ to π by [ρ] 7→ g[ρ] := [g̃ρ(g̃−1− g̃)]. Using that [ρi] = g[ρi] in H
1
cts(π

′,O+(X̃))Q, we
may by Lemma 4.8 use either of ρ or g̃ρ(g̃−1 − g̃) to compute Φ+

X′ .
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Let θ =
∑
δi ⊗Ai be in the domain of Φ+

X′,δ′,ρ′ , then for any g̃ ∈ π with image g in Q,

Φ+
X′(gθ) = [γ 7→

∏
i exp(ρi(γ) · gAi)].

= [γ 7→
∏

i exp(g̃ρi(g̃
−1γg̃) · g̃Ai)] = gΦ+

X′(θ)

because Ai ∈ g(X ′) ⊆ g(X̃), so we can write gAi = g̃Ai inside g(X̃). □

We are now prepared to define Ψ: For any θ =
∑
δi ⊗ Ai ∈ (H0(X, Ω̃) ⊗K g(K))∧=0, let

k ∈ N be such that pkAi ∈ g◦(X) for all i. Using Lemma 4.11 we find a Galois subcover

X̃ → X ′ → X with Galois group Q where all p−kρi become integral with respect to p−kδ,

so that θ is in the domain of Ψ+
X′,p−kδ

. Then since θ ∈ (H0(X ′, Ω̃)⊗K g(K))Q, Lemma 4.12

implies that
Ψ+

X′,p−kδ
(θ) ∈ (R1ν∗G(X

′))Q = R1ν∗G(X)

as R1ν∗G is a sheaf on Xét. Using Lemma 4.9, we see that Ψ+
X′,p−kδ

(θ) = Ψ+
X,δ(θ) for any

θ ∈ (H0(X, Ω̃)+,δ ⊗K+ g◦(K))∧=0, so this construction is compatible with the integral one.

Since any two finite étale sub-covers of X̃ → X have a common finite étale cover under X̃,
this also shows that for any two covers X ′ → X and X ′′ → X on which θ becomes small
enough, we have Ψ+

X′(θ) = Ψ+
X′′(θ) inside of R1ν∗G(X). Thus the following is well-defined:

Definition 4.13. In the colimit over finite étale sub-covers X̃ → X ′ → X, we obtain a map

ΨX,G : H0(X, Ω̃⊗ g)∧=0 → R1ν∗G(X), θ 7→ lim−→
X′→X

Ψ+
X′(θ).

In order to simplify notation, or to emphasize a particular variable, we also simply denote
this by ΨX or ΨG or even just Ψ if X and G are clear from the context.

The following lemma summarises the above discussion of compatibility for varying X ′:

Lemma 4.14. Let X̃ → X ′ → X be a finite étale sub-cover. Then using the induced choices
of Lemma 4.10 for X ′ to compute ΨX′ , the following diagram commutes:

H0(X ′, Ω̃⊗ g)∧=0 R1ν∗G(X
′)

⊆ ⊆

H0(X, Ω̃⊗ g)∧=0 R1ν∗G(X).

ΨX′

ΨX

4.5. Independence of choice, and functoriality. While our definition of ΨX a priori
depends on Choices 4.5, we now check that the result is canonical. We begin by showing that
ΨX is independent of Choices 4.5.3, strengthening Lemma 4.8:

Lemma 4.15. ΨX does not depend on the choice of integral 1-cocycles ρi such that [ρi] = δi.

Proof. Let ρ′i ∈ Z1
cts(π, R̃

+) be such that [ρi] = [ρ′i] in H
1
cts(π, R̃). Then there is x ∈ R̃ with

(12) ρ′i(γ) = γ∗x+ ρi(γ)− x for all γ ∈ π.

Claim 4.16. For any ϵ > 0, there is a finite étale subcover X̃ → X ′ → X with Galois group

π′ ⊆ π on which we can find x ∈ R̃ such that (12) holds for γ ∈ π′ and such that pϵx ∈ R̃+.

Proof. Since (12) implies (γ−1)x ∈ R̃+ for all γ ∈ π, there is k ∈ N such that y := pkx ∈ R̃+

satisfies (γ − 1)y ∈ pkR̃+ for all γ, so the image y of y in H0(X̃,O+/pk) is π-invariant.

By [Heu22a, Corollary 2.15], H0(X̃,O+/pk)π = H0(X,O+/pk). The short exact sequences

0→ O+(X ′)/pk → O+/pk(X ′)→ H1(X ′,O+)[pk]→ 0

in the colimit over all X̃ → X ′ → X show that lim−→H1(X ′,O+)[pk] = H1(X̃,O+)[pk]
a
= 0.

Hence there is X ′ such that pϵy lifts to O+(X ′). Then pϵy ∈ O+(X ′) + pkO+(X̃) which



MODULI SPACES IN p-ADIC NON-ABELIAN HODGE THEORY 25

implies pϵx ∈ O(X ′) + O+(X̃). As x is only determined by (12) up to the difference of an

element in O(X ′), we can thus change x to arrange for pϵx to be in R̃+ = O+(X̃). □

By Lemma 4.14, we may check the independence on X ′ → X. Let now θ =
∑
δi ⊗ Ai ∈

(H0(X, Ω̃)+⊗R+ g◦(R))∧=0, then by the claim, we can assume that x ·Ai, γ
∗x ·Ai ∈ p−ϵg◦(X̃)

where exp still converges. Now the statement follows exactly as in Lemma 4.8. □

Lemma 4.17. ΨX does not depend on the choice of Galois cover X̃ → X.

Proof. We first note that if X̃ ′ → X̃ → X is any dominating pro-finite-étale Galois cover,

then it is clear from functoriality of the Cartan–Leray sequence that the construction for X̃ is

compatible with that of X̃ ′. Therefore, if X̃1 → X and X̃2 → X are any two pro-finite-étale

Galois cover such that there exists a pro-finite-étale Galois cover X̃3 → X that dominates

both X̃1 and X̃2, then the construction for either agrees with that for X̃3. It now suffices to

observe that such a simultaneous dominating cover always exists in the case that X̃2 → X is

the universal cover from Remark 4.4.2: But here any finite étale cover of X̃2 is split, hence

again Galois over X, from which it is clear that we can find such a cover X̃3. □

Remark 4.18. Given that the proof is easy, and that X̃ → X could simply be induced by a
choice of base-point, part 1 may look like the most innocuous part of Choices 4.5. However,
it is this choice that keeps us from upgrading the construction to a functor from all Higgs

bundles to v-bundles: The crucial point is that there is no canonical choice of X̃3 in the

above proof: Suppose we are given two base points x1 and x2 of X. Let X̃1 → X and

X̃2 → X be the associated pro-finite-étale universal covers from Remark 4.4.2. Any choice

of lift x̃2 of x1 to X̃2 induces an isomorphism ϕ : X̃1
∼−→ X̃2 over X sending x̃1 to x̃2, and

an isomorphism of Galois groups π1(X,x1)
∼−→ π1(X,x2) for which ϕ is equivariant. Let

ρi : π1(X,x2) → O+(X̃2) be any representative cocycles with respect to x2 for the given

basis δi. Then ϕ
∗ρi := [γ 7→ ϕ ◦ ρi(ϕ ◦ γ ◦ ϕ−1)] is a cocycle in Z1

cts(π1(X,x1),O+(X̃1)) that
represent the δi with respect to x1. For this choice, we have Φ+

X,ϕ∗ρ,x1
= ϕ∗ ◦ Φ+

X,ρ,x2
by the

Lemma. However, the explicit cocycle ϕ∗ρi depends on the choice of ϕ, and thus on x̃2. Only
the associated element in group cohomology is independent of this choice.

Lemma 4.19. ΨX is independent of the choice of basis δ of H0(X, Ω̃), Choices 4.5.2.

Proof. Let δ′ = (δ′1, . . . , δ
′
d) be any other basis lying in H0(X, Ω̃)◦. Choose ρ′j ∈ Z1

cts(π, R̃
+)

representing the δ′j . Then δi =
∑

j bijδ
′
j for some bij ∈ O(X), and

∑
i δi ⊗ Ai =

∑
j δ

′
j ⊗ A′

j

for A′
j :=

∑
i bijAi. To see that ΨX,δ = ΨX,δ′ , we may by Lemma 4.14 pass to a finite étale

cover X ′ → X, so by Lemma 4.11 we may assume that bijρ
′
j ∈ Z1

cts(π
′, R̃+) for all i, j. Then

ρi :=
∑

j bijρ
′
j ∈ Z1

cts(π
′, R̃+) represents δi, so by Lemma 4.15 we may use it to compute

ΨX′,δ. Now since bijρ
′
j(γ)Ai ∈ g◦(R̃) for any γ in the Galois group of X̃ → X ′, we have

Φ+
ρ,δ(θ)(γ) =

∏
i exp(ρi(γ)Aj) =

∏
i exp(

∑
j bijρ

′
j(γ)Ai) =

∏
j exp(ρ

′
j(γ)A

′
i) = Φ+

ρ′,δ′(θ)(γ).

It follows that the same is true for Ψ+
X′ and thus for ΨX . □

In summary, Lemmas 4.15, 4.17 and 4.19 show that ΨX is independent of Choices 4.5,
hence canonical. Next, we show functoriality in X:
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Lemma 4.20. For any morphism f : X2 → X1 of toric smoothoid spaces, the following
diagram commutes:

H0(X1, Ω̃⊗ g)∧=0 R1ν∗G(X1)

H0(X2, Ω̃⊗ g)∧=0 R1ν∗G(X2)

ΨX1

f∗
f∗

ΨX2

Proof. Choose a sequential pro-finite-étale Galois cover X̃1 = lim←−n∈NX1,n → X1 with group

π1 as in Choices 4.5. The pullback X̃1 ×X1
X2 → X2 is a pro-finite-étale π-torsor over X2,

but not necessarily perfectoid. But we can find a sequential affinoid perfectoid Galois cover

X̃2 → X2 with group π2 that dominates X̃1 ×X1
X2. We thus get a morphism f̃ : X̃2 → X̃1

over f : X2 → X1, and a quotient map ϕ : π2 → π1 with respect to which f̃ is equivariant.
By functoriality of the Cartan–Leray sequence, this induces a commutative diagram

(13)

H1
cts(π1,O(X̃1)) H1

v (X1,O) H0(X1, Ω̃)

H1
cts(π2,O(X̃2)) H1

v (X2,O) H0(X2, Ω̃)

f∗
f∗ f∗

where for any 1-cocycle ρ in the top left, we define f∗ρ : π2
ϕ−→ π1

ρ−→ O(X̃1)
f̃∗

−→ O(X̃2).

Let δ1 be any basis inH0(X1, Ω̃)
◦ and δ2 any basis inH0(X2, Ω̃)

◦, and choose representative
integral cocycles ρ1 and ρ2. Then we can find bij ∈ O(X2) such that f∗δ1,i =

∑
j bijδ2,j . For

any θ =
∑

i δ1,i ⊗Ai with Ai ∈ g(X1) set A
′
j :=

∑
i bijf

∗Ai, then f
∗θ =

∑
j δ2,j ⊗A′

j .

Choose now a finite étale sub-cover X ′
1 → X1 such that we can take Ai ∈ g◦(X ′

1). Let
X ′′

2 → X2 be the pullback. Then by Lemma 4.11, we can find a finite étale sub-cover

X̃2 → X ′
2 → X ′′

2 of X2 with Galois group π′
2 such that bijρ2,j ∈ Z1

cts(π
′
2,O+(X̃2)) for all i, j.

The composition f ′ : X ′
2 → X ′′

2 → X ′
1 is an intermediate morphism over f and under f̃ .

By definition, we can now use Φ+
X′

1,ρ1
to compute ΨX1(θ): This yields

f ′∗Φ+
X′

1,ρ1
(θ) = [γ 7→

∏
i exp(f

′∗ρ1,i(γ)f
∗Ai)].

By the commutative diagram (13) (applied to f ′ : X ′
2 → X ′

1), the 1-cocycle f ′∗ρ1,i, defined

as the restriction of f∗ρ1,i to π
′
2 ⊆ π2, represents f

′∗δ1,i ∈ H0(X ′
2, Ω̃). The same is true for

ρ′2,i :=
∑

j bijρ2,j ∈ Z1
cts(π

′
2,O(X̃2)). It follows that there is xi ∈ O(X̃2) such that

(f ′∗ρ1,i)(γ) = γ∗xi + ρ′2,i(γ)− xi for all γ ∈ π′
2.

Let k ∈ N be such that pkxi ∈ O+(X̃2) and thus pkγ∗xi ∈ O+(X̃2) for all γ. After possibly
increasing X ′

1 → X1 and X ′
2 → X2, which by Lemmas 4.11 and 4.19 allows us to replace δ1

by p−kδ1, and thus Ai by pkAi, we can then assume that γ∗xi · f∗Ai ∈ g◦(X̃2) for all γ.

Similarly, we can assume that the bijf
∗Ai are in g◦(X̃2), and then so are the A′

j .
The lemma now follows from the same calculation as in the previous lemmas: By the usual

commutativity argument we see that inside H1
cts(π

′
2, G

◦(X̃2)), we have for any γ ∈ π′
2:

f ′∗Φ+
X′

1,ρ1
(θ) =

[
γ 7→

∏
i exp(ρ

′
2,i(γ) · f∗Ai)

]
=

[
γ 7→

∏
j exp(ρ2,j(γ) ·A′

j)
]
= Φ+

X′
2,ρ2

(f∗θ)

The functoriality of Ψ follows in the colimit over sub-covers of X̃1 → X1 and X̃2 → X2. □

As a consequence of Lemma 4.20, we see that for any smoothoid X, the maps ΨX′ for the
basis of toric X ′ → X in Xét glue to a morphism of sheaves of pointed sets on Xét

ΨX : (Ω̃⊗ g)∧=0 → R1ν∗G.
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Lemma 4.21. ΨX factors through the quotient by the adjoint action of G on (Ω̃⊗ g)∧=0.

Proof. It suffices to prove this locally. Let thusX be any toric smoothoid space, let B ∈ G(X),

and let θ =
∑d

i=1 δi ⊗ Ai. Let k ∈ N be large enough such that pkad(B)(Ai) ∈ g◦(X) for all
i. After choosing X ′ → X large enough, we may by Lemma 4.19 replace δ by p−kδ and thus
Ai by p

kAi, so that ad(B)(Ai) ∈ g◦(X). Then by Lemma 3.5.3,

Φ+
X′,ρ(ad(B)(θ))(γ) =

∏
i exp(ρi(γ) · ad(B)(Ai)) = BΦ+

X′,ρ(θ)(γ)B
−1

for all γ ∈ π′, where π′ is the Galois group of X̃ → X ′. Since B ∈ G(X), we have γ∗B = B
for all γ ∈ π′. If B ∈ G◦(R), this shows that Φ+

X′,ρ(ad(B)(θ)) is equal to Φ+
X′,ρ(θ) in

H1
cts(π

′, G◦(X̃)). In general, one easily verifies directly that the images in H1
v (X,G) agree:

Namely, B defines an isomorphism between the associated v-G-torsors on X. □

Using Lemma 3.17, this finally induces the desired morphism of sheaves on Xét

(14) ΨX,G : HiggsG → R1ν∗G.

Once again we simply denote this by ΨX or ΨG or Ψ when X and/or G are clear from context.
The functoriality of ΨX,G in G is clear from functoriality of the exponential. In summary:

Proposition 4.22. The morphism ΨX,G is canonical and functorial in G and X.

In particular, we can assemble the ΨX,G to a canonical morphism on SmdK,ét. At this
point, we have constructed a candidate for the isomorphism in Theorem 4.1.

Remark 4.23. It would be nice to find a “coordinate-free” definition of ΨX,G that does not
a priori depend on local choices such as Choices 4.5, more along the lines of Lemma 2.17
(which is the case of G = Ga). We do not know such a formulation in general. But at least if
X is a rigid space that admits a smooth formal model X, a potential strategy is to consider
G+-torsors on the Hodge–Tate stack of X introduced by Bhatt–Lurie [BL22], along the lines
of the small p-adic Simpson correspondence of [AHL24]. If the geometry of the Hodge–Tate
stack could moreover be understood for semi-stable formal schemes over OK , this might lead
to a coordinate-free definition of ΨX,G in general, because any smooth rigid space étale-locally
admits a semi-stable formal model by a result of Temkin [Tem17].

5. From v-topological G-bundles to G-Higgs bundles

Let X be any smoothoid space over K. The goal of this section is to prove that the
morphism Ψ := ΨX,G from (14) is an isomorphism. For this, we may again localise and
assume that X is toric.

Following Faltings in the case of GLn, the basic idea is as follows: Assume that X admits
a pro-finite-étale Galois cover X∞ → X with some abelian Galois group ∆. Let now u ⊆ g◦

be any open subgroup and let U ⊆ G◦ be its image under exp. Then U(X) ⊆ G◦(X) inherits
from g◦(X) the structure of a topological group. We consider the continuous homomorphisms

ρ : ∆→ U(X). The inclusion U(X) ⊆ U(X̃) and the Cartan–Leray map for X∞ → X define
natural maps

Homcts(∆, U(X))→ H1
cts(∆, U(X∞))→ H1

v (X,U)→ H1
v (X,G)

that associate a v-G-bundle V on X to ρ. On the other hand, the fact that ∆ is abelian
allows us to associate a Higgs bundle to ρ by composing with the logarithm map

ρ 7→ [log ◦ρ : ∆
ρ−→ U(X)

log−−→ g(X)] ∈ H1
cts(∆, g(X)) = H0(X, Ω̃⊗ g).

By Lemma 3.5, as ∆ is abelian, this satisfies the Higgs field condition, thus defines a Higgs
field on the trivial G-bundle. This is the Higgs bundle that we would like to associate to V .
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However, it is not clear whether any v-G-bundle arises from such an “abelian” cocycle ρ
(surjectivity of Ψ), and whether this construction is independent of the choice of ρ (injectivity
of Ψ). The goal of this section is to show that both hold after sheafification.

5.1. Abelian G-bundles. In order to carry out this strategy, let us first assume that Qcyc
p ⊆

K. We relax this condition in the next subsection. We fix a toric chart, by Definition 2.4 this
is a standard-étale map

f : X → Td × Y
where Y is an affinoid perfectoid space and Td is some rigid torus. Using notation as in
Section 2.3, f induces a perfectoid cover X∞ → X which is an affinoid perfectoid ∆ := Zd

p(1)-

torsor due to the assumption on K. We write X = Spa(R,R+) and X∞ = Spa(R∞, R
+
∞).

Definition 5.1. Let us write Zab(U) for the sheaf on Xét that sends Y ∈ Xét to the set
Homcts(∆, U(O(Y ))). We call this the “sheaf of abelian cocycles on Xét”. Consider the map

Wf,U : Zab(U)(X)→ H1
cts(∆, U(R))→ H1

cts(∆, U(R∞))→ H1
v (X,G).

Since the action of ∆ on U(R) is trivial, the first map can be described as the quotient with
respect to the conjugation action by U(R). The third map is the Cartan–Leray map.

Composing Wf with the sheafification on X, we obtain a morphism of sheaves on Xét

Wf,U : Zab(U)→ R1ν∗G.

It is clear that Wf,U is functorial in f and U (for morphisms as in Definition 2.4.2), thus so
is Wf,U . We will often drop the subscript U from notation when it is clear from context.

We now explain howWf allows us to define partial inverses of Ψ on the image ofWf : Recall

from Lemma 2.18 that f induces an isomorphism HTf : Homcts(∆,O(X)) → H0(X, Ω̃). By
tensoring with the Lie algebra, this induces an isomorphism of sheaves on Xét

HTf : Homcts(∆, g)
∼−→ g⊗ Ω̃.

Under HTf , the subsheaf of Higgs fields (g⊗ Ω̃)∧=0 gets identified with the subsheaf

Zab(g) ⊆ Homcts(∆, g)

consisting of those φ : ∆→ g(Y ) for Y ∈ Xét with [φ(x), φ(y)] = 0 for all x, y ∈ ∆. We thus
have an isomorphism

HTf : Zab(g) ∼−→ (g⊗ Ω̃)∧=0.

Consider now the subsheaf Zab(u) ⊆ Zab(g) of homomorphisms φ with image in u. On any
such homomorphism φ, the exponential exp ◦φ converges, and the commutativity condition
is by Lemma 3.5 equivalent to exp ◦φ being a homomorphism. We thus have a map

exp : Zab(u) ∼−→ Zab(U)

which has an inverse defined by log. We will use this to compare ΨG to the map Wf .

5.2. A non-cyclotomic variant. In order to allow for more general K, we also need a non-
cyclotomic variant: Assume that Qcyc

p ⊈ K, but ζp ∈ K. With notation as in Section 2.4,
there is then a Λ-torsor

Xcyc
∞ = Spa(Rcyc

∞ , Rcyc+
∞ )→ Xcyc = Spa(Rcyc, Rcyc+)→ X = Spa(R,R+)

given by base-change to the cyclotomic extensionKcyc|K. Lemma 2.22 gives a natural section

sec : Homcts(∆, U(Rcyc))Q → H1
cts(Λ, U(Rcyc

∞ ))
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Definition 5.2. Write Zab(U)(X) for the set Homcts(∆, U(Rcyc))Q. Composing sec with
the Cartan–Leray map for the cover Xcyc

∞ → X, we obtain a map Wf,U defined as

Wf,U : Zab(U)(X)
sec−−→ H1

cts(Λ, U(Rcyc
∞ ))→ H1

v (X,U)→ H1
v (X,G).

Replacing X by objects in Xét, the Zab(U) define a sheaf of pointed sets Zab(U) on Xét, and
as before, Wf,U defines upon sheafification on Xét a morphism Wf,U : Zab(U)→ R1ν∗G.

Second, for the Lie algebra, we observe that we have an isomorphism

HTf : Homcts(∆, g(R
cyc))Q ∼−→ H1

cts(Λ, g(R
cyc)) ∼−→ g⊗ Ω̃,

this is clear for g = O and in general follows by tensoring with g. As before, we then write
Zab(g)(X) ⊆ Homcts(∆, g(R

cyc))Q for those φ : ∆ → g(Rcyc) such that [φ(x), φ(y)] = 0

for all x, y ∈ ∆. This defines a sheaf Zab(g) that HTf identifies with (g ⊗ Ω̃)∧=0. Let
Zab(u) ⊆ Zab(g) be the sheaf of those homomorphism with image in u(Rcyc). With these
definitions, composing with the exponential again defines an isomorphism

exp : Zab(u) ∼−→ Zab(U).

As the cocycles in Z1
cts(Λ, u(R

cyc)) and Z1
cts(Λ, U(Rcyc)) associated via sec still satisfy the

commutativity condition, exp and log commute with passing from ∆-cocycles to Λ-cocycles.

5.3. Computing ΨG with abelian cocycles. Assume from now on that we are in either
of the two setups of the last two subsections. We can now use abelian cocycles depending on
the choice of toric chart to compute ΨG:

Proposition 5.3. The following diagram commutes:

(15)

Zab(u) Zab(U)

(g⊗ Ω̃)∧=0/G R1ν∗G

HTf

exp

∼

Wf,U

ΨG

The morphism HTf on the left has trivial fibre over 0.

Remark 5.4. Diagram (15) is the reason for the name HTlog for the inverse of ΨG.

The role of the morphism Wf,U is therefore that it allows us to define a partial inverse of
Ψ on the image of Wf,U by applying log to abelian cocycles ρ ∈ Zab(U).

Proof. We first assume that Qcyc
p ⊆ K: We may then compute Ψ using the following choices:

For the Galois cover, we take the toric cover X̃ := X∞ → X. Fix an isomorphism ∆ ∼= Zd
p,

then Homcts(∆,O+(X)) = O+(X)d. This induces an integral basis δ of H0(X, Ω̃) via the
map HTf from Lemma 2.18. Moreover, the left hand side defines canonical representatives
ρi ∈ Z1

cts(∆,O+(X∞)) of the δi. By Lemma 4.15, we can now use Φ+
X,ρ to compute Ψ+

X .

With these choices, any θ =
∑
δi ⊗Ai ∈ (u⊗ Ω̃)∧=0 is sent by Φ+

X,ρ to the cocycle

∆→ U(X), γ 7→
∏

i exp(ρi(γ)Ai) = exp(
∑

i ρi(γ)Ai)

The associated G-torsor is exactly Wf,U (exp(θ)) by definition, so the square (15) commutes.
If Qcyc

p ⊈ K, we use the cover Xcyc
∞ → X from Section 5.2. By Lemma 2.21.3, we have

Homcts(∆,O+(Rcyc))Q
a∼= O+(R)d as O+(R)-modules. Tensor with m and let ρ′1, . . . , ρ

′
d be

the images of the standard basis of pO+(R)d on the left hand side, then via the map

Homcts(∆,O+(Rcyc))Q
sec−−→ H1

cts(Λ,O+(Rcyc
∞ ))→ H1

v (X,O+)
HT−−→ H0(X, Ω̃)◦,

the images of the ρ′i define an integral basis. Let ρ1, . . . , ρd be the images of the ρ′i in
H1

cts(Λ,O+(Rcyc
∞ )). Computing ΨG for these choices proves the statement, as before. □
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5.4. Surjectivity of Ψ. The mapWf,U cannot in general be surjective as the mapH1
v (X,U)→

H1
v (X,G) is not in general surjective. However, it turns out that for U small enough, this is

the only obstruction, namely we now prove that any v-G-bundle on X becomes abelian on an
étale cover. For this we adapt Faltings’ method from [Fal05, §2], using the technical means
prepared in §2.

Proposition 5.5. Assume that ζp ∈ K. Let G be a rigid group of good reduction over K.
Then there is c ≥ 0 such that with U := Gc as defined in Proposition 3.6, the following hold
for the map Wf :=Wf,U from Definition 5.1 (if Qcyc

p ⊆ K) or Definition 5.2 (if Qcyc
p ⊈ K):

(1) Wf has the same image as the natural map H1
v (X,Gc)→ H1

v (X,G).
(2) Assume that Qcyc

p ⊆ K. Then for any two homomorphisms φ1,φ2 : ∆ → Gc(X) with

Wf (φ1) =Wf (φ2), there is g ∈ G(X) such that φ1(γ) = gφ2(γ)g
−1 for all γ ∈ ∆.

The constant c only depends on X, not on G, and we can choose c uniformly among all finite
étale subcovers of X∞ → X.

We will see at the end of Section 6.1 that part 2 also holds for general K.

Proof. Let us first explain the argument in the simpler case that Qcyc
p ⊆ K: Let α, β be as in

Lemma 2.14 and let γ = 2β + α. We claim that any c ≥ 5γ does the job. To see this, we can
argue essentially as in [Fal05, Lemma 1.(i)], except that further care needs to be taken in our
much more general setting, as the “isomorphism up to torsion”-results are weaker.

It is clear from the construction that Wf factors through the image of H1
v (X,Gc). Con-

versely, let x ∈ H1
v (X,Gc), then by Lemma 3.11, this x becomes trivial in H1

v (X∞, Gc) and
thus comes from an element in H1

cts(∆, Gc(R∞)) via the Cartan–Leray sequence. Let

ρ : ∆→ Gc(R∞) ⊆ G(R∞)

be any 1-cocycle representing x. In the following, for any s ≥ 0 let us write ρs for the image
of ρ in H1

cts(∆, G/Gs(R∞)). Then ρc = 1. We consider for varying s ≥ c the natural map

hs : Homcts(∆, G(R)/Gs(R))→ H1
cts(∆, G/Gs(R∞))

as well as for any c ≤ k < s the reduction map

rk : Homcts(∆, G(R)/Gs(R))→ Homcts(∆, G(R)/Gk(R)).

Set t := 3γ. We will inductively construct a compatible system of continuous homomor-
phisms φs : ∆→ G(R)/Gs(R) for any s ≥ c such that hs(φs) = ρs and rt(φs) = 1.

We start with s = c, for which we can take φs := 1 to be the trivial representation.
For the induction, we claim that we can find a lift of the reduction rs−2γ(φs) to a ho-

momorphism φ′
s+γ : ∆ → G(R)/Gs+γ(R) such that hs+γ(φ

′
s+γ) = ρs+γ . Note that since

s ≥ c ≥ 5γ, this still satisfies rt(φ
′
s+γ) = rt(φs) = 1, so that we can then lift φs inductively.

For the claim, the conditions imply s+ t < 2s− α0, so that by Proposition 3.6 we have a
short exact sequence

0→ g+t → G/Gs+t → G/Gs → 1,

where g+t := g+0 /g
+
t is isomorphic to (mO+/ptmO+)dimG. It therefore stays exact upon

evaluation at the affinoid perfectoid X∞. For the same reason, g+t (R∞) = g+0 (R∞)/pt.
On the other hand, by the second part of Proposition 3.6, we also have an exact sequence

(16) 0→ g+0 (R)/p
t → G(R)/Gs+t(R)→ G(R)/Gs(R)→ 1

Taking continuous ∆-cohomology of both sequences, we thus obtain a commutative diagram

H1
cts(∆, g

+
0 (R∞)/pt) H1

cts(∆, G/Gs+t(R∞)) H1
cts(∆, G/Gs(R∞))

Homcts(∆, g
+
0 (R)/p

t) Homcts(∆, G(R)/Gs+t(R)) Homcts(∆, G(R)/Gs(R)).

hs+t hs
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By induction hypothesis, the image of ρs+t in the top right has a preimage φs under hs.
Hence there is b = bs ∈ G/Gs(R∞) such that b−1 · ρs(γ) · γ∗b = φs(γ) for all γ ∈ ∆.

We now repeatedly use that by Lemma 2.14, the map

(17) Hi
cts(∆, g

+
0 (R)/p

t)→ Hi
cts(∆, g

+
0 (R∞)/pt)

has pγ-torsion kernel and cokernel for any i ≥ 1.
The bottom row of the above diagram is still left-exact, but not necessarily right-exact (it

is not clear that one can lift the images to G(R)/Gs+t(R) in such a way that they commute).
However, as the term on the left in (16) is an abelian group, the obstruction to lifting φs

to the middle of the bottom row is a class in H2
cts(∆, g

+
0 (R)/p

t) by Proposition A.3.3. This
class is mapped to 0 under the map (17) for i = 2 since ρs does lift and the obstruction class
is functorial. As the kernel of (17) is killed by pγ , it follows that after reducing the whole
diagram mod pγ , we can find a lift φ̃ of φs to the middle of the bottom row of the diagram

H1
cts(∆, g

+
0 (R∞)/pt) H1

cts(∆, G/Gs+t−γ(R∞)) H1
cts(∆, G/Gs−γ(R∞))

Homcts(∆, g
+
0 (R)/p

t) Homcts(∆, G(R)/Gs+t−γ(R)) Homcts(∆, G(R)/Gs−γ(R)).

hs+t−γ hs−γ

Let us denote by ϕ the image of φ̃ under hs+t−γ . Then by commutativity of the diagram,
ϕ and ρs+t−γ both define a lift of ρs−γ (i.e. the image of ργ in the top right) along the top
right map. By Proposition A.3.2, these differ by a class δ in H1

cts(∆, ϕ(g
+
0 (R∞)/pt)), where

ϕ(. . . ) denotes the module with the ∆-action twisted by ϕ: Explicitly, let b̃ be any lift of b to
G/Gs+t−γ(R∞). Then there is a unique cocycle δ : ∆→ ϕ(g

+
0 (R∞)/pt) such that

(18) b̃−1 · ρ(γ) · γ∗b̃ = δ(γ) · ϕ(γ) in G/Gs+t−γ(R∞)

under the identification g+0 (R∞)/pt = Gs−γ(R∞)/Gs+t−γ(R∞). Since ρ ≡ 1 mod pt, we have
ϕ ≡ 1 mod pt. This shows that on the level of cohomology sets, we have

H1
cts(∆, ϕ(g

+
0 (R∞)/pt)) = H1

cts(∆, g
+
0 (R∞)/pt).

Therefore, we can again use (17), this time for i = 1: The image of δ in the cokernel of this
map is annihilated by pγ . We deduce that after reducing the whole diagram mod pγ once
again, the cocycle δ in the top left can be lifted to a class δ′ in the bottom left. Explicitly,
this means that there is a ∈ g+0 (R∞)/pt = Gs−2γ(R∞)/Gs+t−2γ(R∞) such that

δ′(γ) := a−1 · δ(γ) · γ ∗ϕ a = a−1 · δ(γ) · ϕ(γ) · γ∗a · ϕ(γ)−1

defines a homomorphism δ′ : ∆→ Gs−2γ(R)/Gs+t−2γ(R). Then

φ̃′ := δ′ · φ̃ : ∆→ G(R)/Gs+t−2γ(R)

is a homomorphism which also lifts φs−2γ due to exactness of the bottom row, and whose
image ϕ′ := hs+t−2γ(φ̃

′) is equivalent to ρs+t−2γ in H1
cts(∆, G/Gs+t−2γ(R∞)): Namely, we

can again be more explicit in terms of cocycles. By definition, we have for any γ ∈ ∆

ϕ′(γ) = δ′(γ) · ϕ(γ) = a−1 · δ(γ) · ϕ(γ) · γ∗a · ϕ(γ)−1ϕ(γ) =
(18)
= (̃ba)−1 · ρ(γ) · γ∗(̃ba).

Note that bs+t−2γ := b̃a is still a lift of the image bs−2γ of b in G/Gs+t−2γ(R∞) as a is trivial
mod Gs−2γ(R∞). Using s+ t− 2γ = s+ γ, this shows that φs+γ := φ̃′ defines a preimage of
ρs+γ under hs+γ with the desired properties, completing the induction step.

In the limit s → ∞, the φs : ∆ → G(R)/Gs(R) define by Lemma 3.7 a homomorphism
φ : ∆→ G(R), and the bs define an element b ∈ G(R∞) such that

φ(γ) = b−1ρ(γ)γ∗b.
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This shows that ρ and φ define the same class in H1
cts(∆, G(R∞)). Thus Wf (φ) agrees with

the image of x in H1
v (X,G). This proves part 1 in the case that Qcyc

p ⊆ K.

To deduce part 2, we run the above argument with ρ := φ1 and φ̃ := φ2. Inductively, we
then see that we may choose bs ∈ G(R)/Gs(R): For the induction start c = s this is clear.

In the induction step, we may then find a ∈ g+0 (R)/p
t, and thus b̃ ∈ G(R)/Gs(R) such that

φ1,s = b̃−1φ2,sb̃. Again using Lemma 3.7, this defines in the limit s→∞ the desired element
b ∈ G(R). This finishes the proof in the case that K contains Qcyc

p .

In the general case, we can argue in exactly the same way, but instead use the diagram

H1
cts(Λ, g

+
0 (R

cyc
∞ )/pt) H1

cts(Λ, G/Gs+t(R
cyc
∞ )) H1

cts(Λ, G/Gs(R
cyc
∞ ))

H1
cts(Λ, g

+
0 (R

cyc)/pt) H1
cts(Λ, G(R

cyc)/Gs+t(R
cyc)) H1

cts(Λ, G(R
cyc)/Gs(R

cyc)).

hs+t hs

The map on the the left, and the map on obstruction classes in H2, have pγ-torsion cokernel
by Lemma 2.21. The same inductive lifting procedure as in the cyclotomic case then shows
that we can lift ρ to an element φ ∈ H1

cts(Λ, G(R
cyc)). In fact, we can arrange for φ to be

in the image of the map sec of Lemma 2.22: As in the first part of the proof, we find a
lift φ̃ of φs to the middle of the bottom row. In an additional step, we now apply sec ◦res
to this: Since in the induction start φs is trivial, and sec and res are functorial, this shows
inductively that sec ◦res(φ̃) is also a lift of φs. Second, on H1

cts(Λ, g
+
0 (R

cyc
∞ )/pt), the map

res is an isomorphism up to the pγ-torsion kernel, which is a direct factor. We can therefore
reduce modulo pγ once more to arrange that the difference δ′ from the last proof is already
in the image of sec. This way we ensure inductively that φs+γ is in the image of sec. □

We can now prove the next instance of Theorem 4.1, the case that G has good reduction:

Proposition 5.6. Let K be a perfectoid field over Qp. Let G be a rigid group over K of good
reduction. Then for any smoothoid space X over K, the map ΨG is surjective. If moreover
Qcyc

p ⊆ K, then ΨG is an isomorphism.

Proof. We may work locally in Xét and assume that there is a toric chart f : X → Td × Y ,
as well as ζp ∈ K. We then have the commutative diagram Proposition 5.3.

To see that ΨG is surjective, let x ∈ H1
v (X,G). Let k ∈ N and consider the subgroup

Gk ⊆ G from Proposition 3.6. By Proposition 3.12, every v-G-bundle onX admits a reduction
of structure group to Gk on some étale cover X ′ → X. Going up the toric tower of X ′, we
can for k ≫ 0 arrange by Lemma 2.14.2 that k > c where c is the constant of Proposition 5.5
for X ′. Now x is in the image of H1

v (X
′, Gc)→ H1

v (X
′, G). By Proposition 5.5.1, this implies

that x ∈ im(Wf ). It follows from Proposition 5.3 that x ∈ im(ΨG).

To see that ΨG is injective, let θ1, θ2 ∈ (g ⊗ Ω̃)∧=0(X) be such that ΨG(θ1) = ΨG(θ2).
By Proposition 5.3, we can pass to an étale cover X ′ → X where we can lift these to homo-

morphisms θ̃1, θ̃2 ∈ Zab(u). Then by commutativity, we have Wf (exp(θ̃1)) = Wf (exp(θ̃2)),

which by Proposition 5.5.2 implies that exp(θ̃1) and exp(θ̃2) are conjugated via G(X ′). By

Lemma 3.5.3, it follows that already θ̃1, θ̃2 are conjugated via G(X ′), thus so are θ1, θ2. □

Corollary 5.7. Let K be any perfectoid field over Qp. Let G be any rigid group over K.
Then ΨG is surjective on any smoothoid space over K.
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Proof. By Corollary 3.4, there is an open subgroup G◦ ⊆ G of good reduction. The diagram

HiggsG◦ R1ν∗G
◦

HiggsG R1ν∗G

ΨG◦

ΨG

commutes by functoriality of Ψ. By Proposition 3.12, the right vertical map is surjective.
The top morphism is surjective by Proposition 5.6. Thus the bottom map is surjective. □

5.5. Injectivity of Ψ. Throughout this subsection, we assume that Qcyc
p ⊆ K and re-

tain the notation of Section 5.1, i.e. X = Spa(R,R+) is a toric smoothoid space with ∆-
torsor X∞ = Spa(R∞, R

+
∞) → X. In order to prove that ΨG is injective, we use the map

Wf : Hom(∆, U(R))→ H1
cts(X,G(R∞)) from Section 5.1. Unravelling Definition A.1, we see

that we have the following:

Lemma 5.8. For any two ρ1, ρ2 : ∆→ U(R) in Zab(G)(X), the following are equivalent:

(1) Wf (ρ1) =Wf (ρ2)
(2) There is A ∈ G(R∞) such that

(19) ρ1(γ) = A−1 · ρ2(γ) · γ∗A for all γ ∈ ∆.

Equivalently, (19) expresses that there is an isomorphism between the G-torsors on Xv

associated to ρ1 and ρ2. As we will explain in detail in the next section, the following
Proposition says that this can be translated into an isomorphism of G-Higgs bundles:

Proposition 5.9. Assume that there is A ∈ G(R∞) such that (19) holds. Then A ∈ G(R).

For G = GLn, this is the analogue of [Fal05, Lemma 1.(ii)] in our setting. However, our
argument is different to Faltings’, which uses the embedding of GLn into the ambient ring
Mn, for which there is no analogue for general rigid groups G.

Proof. The proof consists of two steps: A “decompletion” showing that A ∈ G(Xn) for some
subcover X∞ → Xn → X, and then the descent further to G(X). We begin with the latter:

Claim 5.10. Assume that (19) holds with A ∈ G(Rn) for some n ∈ N. Then A ∈ G(R).

Proof. A is fixed by ∆n := pn∆, hence ρ1(γ
pn

) = A−1 · ρ2(γp
n

) · A for all γ ∈ ∆. Let
x := ρ1(γ) and y := ρ2(γ). Consider the subgroups V := U(R) ∩ AU(R)A−1 ⊆ U(R) and
v := u(R) ∩ ad(A−1)(u(R)) ⊆ u(R), then the above equation shows that yp

n ∈ V . Let
moreover V ′ := U(R) ∩ A−1U(R)A ⊆ U(R) and v′ := u(R) ∩ ad(A)(u(R)) ⊆ u(R), then by
functoriality of the logarithm, we have a commutative diagram of bijections

V V ′

v v′.

log

g 7→A−1gA

log

ad(A)

It follows that pn log(x) = log(xp
n

) = log(A−1yp
n

A) = ad(A)(log(yp
n

)) = pnad(A) log(y) in
v′ ⊆ g(R), which implies log(x) = ad(A)(log(y)) in the K-vector space g(R). It follows from
this that we still have log x ∈ v′. We can therefore reverse the calculation using exp,

x = exp(ad(A)(log(y))) = A−1 · y ·A.
Since x = A−1yγ∗A by assumption, this shows that γ∗A = A. It follows that A ∈ G(R). □

Claim 5.11. If G has good reduction, there is c ≥ 0 depending on X such that for any
ρ1, ρ2 : ∆→ Gc(R) in Zab(Gc)(X) and A ∈ G(R∞) such that (19) holds, we have A ∈ G(R).
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Proof. Let c be as in Proposition 5.5, then we already know that there is B ∈ G(R) such that
ρ1 = B−1ρ2B. Replacing A by B−1A. We may therefore assume that ρ1 = ρ2 =: ρ.

Consider G(R∞) endowed with the action of ∆ twisted by ρ in the sense of Definition A.2,
i.e. γ ∗ρ x = ρ(γ)γ∗xρ(γ)−1, we write this ∆-module as ρG(R∞). Then (19) can be expressed
as A ∈ H0(∆, ρG(R∞)), and we wish to see that this is already in the image of

H0(∆, ρG(R))→ H0(∆, ρG(R∞)).

This can be seen by the same argument as in Proposition 5.5 but in cohomological degree 0:
Let γ be as in Lemma 2.14, then c ≥ t := 3γ. We first observe that in the v-sheaf

Gc := G/Gc, where ρ1 becomes trivial, the image Ac of A satisfies γ∗Ac = Ac and is thus
contained in Gc(R∞)∆ = Gc(R). By [Heu22a, Lemma 4.15, Proposition 4.17], we may find
an étale cover X ′ → X on which Ac lifts to G(X ′)/Gc(X

′). Moving up the toric tower of
X ′, we may by Lemma 2.14.2 assume after replacing ∆ by an open subgroup ∆n that c also
works for X ′. Replacing X by X ′, this first shows that A ∈ G(X ′

n), and then by Claim 5.10
that A ∈ G(X ′) is already ∆-invariant, thus A ∈ G(X). We may therefore assume that Ac

lifts to G(X)/Gc(X).

We now show inductively that for any s ≥ c, the image As of A in Gs is ∆-invariant and
lifts to G(R)/Gs(R): If we know this for s, then by Proposition 3.6 we have exact sequences

0 (ρg
+
0 (R∞)/pt)

∆
(ρG/Gs+t(R∞))∆ (ρG/Gs(R∞))∆ H1

cts(∆, ρg
+
0 (R∞)/pt)

0 (ρg
+
0 (R)/p

t))∆ (ρG(R)/Gs+t(R))
∆ (ρG(R)/Gs(R))

∆ H1
cts(∆, ρg

+
0 (R)/p

t).

ht hs+t hs ht

As the first and last vertical maps are isomorphisms up to pγ-torsion by Lemma 2.14, the
same chase as in Proposition 5.5 shows that there is a preimage of As+t−2γ under hs+t−2γ

that lifts to G(R). This shows that A ∈ lim←−s∈NG(X)/Gs(X) = G(X). □

We now return to the case of general G. To prove Proposition 5.9, it suffices by Claim 5.10
to prove that A is fixed by an open subgroup of ∆. For the proof, we are allowed to make
the following two different kinds of localisation steps:

(1) First, we may of course replace ∆ by an open subgroup ∆n and X by the corresponding
intermediate étale cover X∞ → Xn → X.

(2) Second, since the property of an element of G(R∞) of being fixed by ∆ can be checked
étale-locally on X, we may replace X by an étale cover X ′ → X and X∞ → X by the
pullback X ′

∞ := X∞ ×X X ′ → X ′
∞. This does not change ∆.

Keeping this in mind, consider the image of A in G/U(R∞). By [Heu22a, Proposition 4.1],
there is n ∈ N such that this comes from G/U(Rn). After replacing X by an étale cover
of type (2) above, we can assume that this lifts to an element An ∈ G(Rn). Then A◦ :=
A · A−1

n ∈ U(R∞). Consider ρ3(γ) := Anρ2(γ)A
−1
n defined on the open subgroup ∆n ⊆ ∆

that fixes Rn ⊆ R∞. On the level of Lie algebras we see that we can find a small rigid open
subgroup H ⊆ U such that AnH(R∞)A−1

n ⊆ U(R∞). After a localisation of type (1) above,
we may replace ∆ (and hence ∆n) by an open subgroup such that ρ2 has image in H. Then
ρ3 is also a continuous homomorphism of the form ρ3 : ∆→ U(Rn). Then for any γ ∈ ∆n,

ρ1(γ) = A−1 · ρ2(γ) · γ∗A = A−1 ·A−1
n ρ3(γ)An · γ∗A = A◦−1ρ3(γ)γ

∗A◦.

We now apply Claim 5.11 to ρ1 and ρ3 to deduce that A◦ ∈ U(Rn), hence A ∈ G(Rn). □

Proposition 5.12. Let K|Qcyc
p be a perfectoid field. Let X be any smoothoid over K and let

G be any rigid group over K. Then ΨG is injective.
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Proof. We may assume that X is toric and choose a toric chart. We consider diagram (15):

Let θ1, θ2 ∈ (g ⊗ Ω̃)∧=0(X) be such that ΨG(θ1) = ΨG(θ2). As in the last part of the
proof of Proposition 5.6, we can pass to an étale cover X ′ → X where we can lift these to

homomorphisms θ̃1, θ̃2 in the top left, so that Wf (exp(θ̃1)) =Wf (exp(θ̃2)) inside H
1
v (X

′, G).

By Lemma 5.8, there is A ∈ G(R∞) such that exp(θ̃1(γ)) = A−1 exp(θ̃2(γ))γ
∗A. By Proposi-

tion 5.9, we have A ∈ G(X ′), so exp(θ̃1) and exp(θ̃2) are conjugated via A. By Lemma 3.5.3

it follows that already θ̃1, θ̃2 are conjugated via G(X ′), thus so are θ1, θ2. □

This finishes the proof the ΨG is an isomorphism if K contains Qcyc
p . One could prove the

case of non-cyclotomic perfectoid K directly with some more work, but what we have shown
so far is already enough to deduce this case by descent in the next section.

6. The local p-adic Simpson correspondence for G

The technical work of the previous section also proves a new instance of Faltings’ “local
p-adic Simpson correspondence”: Via the identification of “generalised representations” with
v-vector bundles ([Heu22a, Proposition 2.3]), we can now generalise this from GLn to rigid
groups G and from rigid spaces to perfectoid families of such. For the formulation, we need a
notion of “smallness” on either side of the correspondence. In the setting of rigid groups, this
is not always intrinsic to G. Rather, it depends on an integral structure on G: The choice of
a rigid open subgroup G+ ⊆ G of good reduction, which always exists by Corollary 3.4.

Example 6.1. For G = GLn, the canonical choice G+ = GLn(O+) recovers the classical
setting of the local Simpson correspondence. More generally, there is a canonical choice for
G+ when G is the analytification of an algebraic group over K that extends to a group scheme
G over OK : Namely, we can then take G+ := G(O+), which is represented by the generic
fibre of the p-adic completion of G. This works for any split reductive groups.

Recall from Proposition 3.6 that given G+, we get a canonical system of open subgroups
G+

k for k ≥ 0, as well as the integral subgroups g+k ⊆ g of the Lie algebra. By Proposition 3.3,

there is α > 0 such that for any k > α, we have an exponential map exp : g+k
∼−→ G+

k .

Definition 6.2. Let X be a toric smoothoid space and fix a toric chart f : X → Td × Y
(Definition 2.4). Let G be a rigid group and fix an open subgroup G+ ⊆ G of good reduction.

(1) A v-G-bundle V on Xv is called small (with respect to G+ and f) if it admits a
reduction of structure group to G+

c for some c such that Proposition 5.5 holds.
(2) A G-Higgs bundle (E, θ) on X is called small (with respect to G+ and f) if for some

c > α such that Proposition 5.5 holds, there is a G+
c -torsor E

+ with an isomorphism

E = G×G+
c E+ with respect to which θ is a section of the integral O+-submodule

ad(E)+ ⊗O+ Ω̃+ ⊆ ad(E)⊗O Ω̃,

where ad(E)+ := g+c ×G+
c E+ ⊆ ad(E) is the O+-sublattice induced by E, and Ω̃+ ⊆ Ω̃

is the locally free integral submodule induced by the chart f , see Definition 2.19.

For G = GLn and G+ := GLn(O+), we also define a v-vector bundle V to be small if it is
the change of fibre of a v-topological 1 + pcmMn(O+)-bundle Vc to Gd

a, i.e. V
∼= Gd

a ×Gc Vc.
By a small Higgs bundle, we then mean the change of fibre of a small Higgs bundle to Gd

a.

Lemma 6.3. Any small v-G-bundle on Xv that is étale-locally trivial is already globally trivial
on X. In particular, the G-bundle underlying any small Higgs bundle is trivial.

Proof. By Proposition 5.5, any element x in the image of H1
v (X,G

+
c ) → H1

v (X,G) is in the
image of Wf . On the other hand, if x comes from H1

ét(X,G), it is sent to 0 in R1ν∗G(X),
thus the image under Wf : Zab(Gc)(X) → R1ν∗G(X) is trivial. But the fibre over 0 of this
map is trivial by Proposition 5.3 and Corollary 6.12. Hence x = 0. □
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An important fact is that all v-G-bundles and G-Higgs bundles are étale-locally small:

Lemma 6.4. Fix any open subgroup G+ ⊆ G of good reduction. Then for any v-G-bundle V
on Xv, there is an étale cover (hi : Xi → X)i∈I by toric smoothoids with toric charts fi for
Xi such that h∗i V is small with respect to G+ and fi.

The analogous statement for Higgs bundles also holds.

Proof. By Proposition 3.12, we can after replacing X by an étale cover find a reduction of
structure group of V to G+

k for some k > α. This does not prove the lemma yet since passage
to an étale cover might change the required bound c, which depends on X. However, we now
can argue exactly as in the proof of [Heu22a, Lemma 2.27]: By Lemma 3.11, the v-G-bundle
V becomes trivial on X∞ → X. It therefore corresponds to a class [ρ] in H1

cts(∆, G
+
k (X∞)).

Going up the toric tower, which does not change c by Proposition 5.5, we can replace ∆ by
an open subgroup that is sent into G+

c (X∞) by ρ.
For G-Higgs bundles, it remains to prove that we can make θ small by going up the toric

tower. This follows from Lemma 4.11: More explicitly, in Definition 2.19, replacing ∆ by the

subgroup pn∆ has the effect of replacing Ω̃+ by p−nΩ̃+. □

Theorem 6.5 (Local p-adic Simpson correspondence for G-bundles in perfectoid families).
Let X be a toric smoothoid space over K and fix a toric chart f : X → Td × Y (see Defini-
tion 2.4). Let G be a rigid group over K. Fix an open subgroup G+ ⊆ G of good reduction.
This induces a notion of smallness of G-bundles (see Definition 6.2).

(1) There is an equivalence of categories

LSf : {small G-bundles on Xv} ∼−→ {small G-Higgs bundles on Xét}
that is natural in G, but not in general independent of the chart f .

(2) In the case of G = GLn, this extends to an exact equivalence of categories

{small vector bundles on Xv} ∼−→ {small Higgs bundles on Xét}.
(3) Let g : X ′ → X be any morphism of smoothoids with toric charts f of X and f ′ of X ′.

Then any morphism of toric charts g̃ : f ′ → f over g induces a natural equivalence

{small G-bundles on X ′
v} {small G-Higgs bundles on X ′

ét}

{small G-bundles on Xv} {small G-Higgs bundles on Xét}

LSf′

g∗

LSf

g∗g̃

where the vertical functors are defined only on the respective subcategories of small
objects with respect to X for which the pullback along g is small with respect to X ′.

(4) Let V be a small v-vector bundle on Xv and let LSf (V ) = (E, θ). Then there is a
natural isomorphism RΓv(X,V ) = RΓHiggs(X, (E, θ)) in D(O(X)). In particular, for
ν : Xv → Xét we get a natural isomorphism Rν∗V = RΓHiggs(E, θ) in D(Xét).

Remark 6.6. (1) For functoriality in f in part 3, we use the notion of morphisms of toric
charts from Definition 2.4.2. We caution that for a given morphism X ′ → X, it is not
always possible to find charts f and f ′ that admit a morphism of charts between them.

(2) Our notion of “smallness” is more restrictive than that in other setups like [Fal05]
[AGT16] [Tsu18] [Wan23]. This seems necessary to treat general rigid groups G. We
discuss the precise comparison to these other works in Section 6.3.

That being said, our notion of “smallness” does not aim to be optimal. As we will see
in §7, what is usually relevant for applications of the local correspondence is that there
is some explicit notion of smallness for which both Lemma 6.4 and Theorem 6.5.(1)
hold. See also Remark 6.14 for some comments on other notions of smallness.
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(3) The last sentence in (3) is due to the fact that in general, g∗ may not preserve smallness,
as the implicit constant c in Proposition 5.5 depends on X. However, in many concrete
situations of interest, g∗ does preserve smallness, for example when X = Y and g
describes some Galois action.

(4) Naturality in G in part 1 means the following: Let φ : G→ H be a homomorphism of
rigid groups and choose subgroups of good reduction G+ ⊆ G and H+ ⊆ H such that
φ(G+) ⊆ H+. Then for any v-G-bundle that is small with respect to G+ and f , the
pushout along φ is a small v-H-bundle with respect to H+ and f : This follows from the
fact that c in Proposition 5.5 does not depend on G. The analogous statement holds
for Higgs bundles. The statement is then that LSf commutes with pushout along φ.

(5) For G = GLn, apart from exactness, the difference between Theorem 6.5.(1) and (2) is
that in (2), we allow morphisms that are not necessarily isomorphisms, see Remark 3.9.

(6) Even if G is reductive and X is a rigid space, we do not see how Theorem 6.5.(1) could
simply be deduced from G = GLn by the Tannakian formalism, due to the smallness
conditions.

(7) The cohomological comparison in Theorem 6.5.(4) is the generalisation to smoothoids
of results that are known for smooth rigid spaces at least in the arithmetic setup: For
Faltings local correspondence, this is due to Faltings [Fal05, p852], see also [AGT16,
IV]. It is also closely related to [LZ17, Theorem 2.1.(v)] and [MW, Theorem 3.13] which
give analogous comparison results in the analytic setting over discretely valued fields.
Our proof of (4) follows a similar strategy. Apart from the different base field, our
result can be interpreted as giving a relative version for families of rigid spaces.

6.1. Proof of the local correspondence for general G.

Proof of Theorem 6.5. We first assume that Qcyc
p ⊆ K, then the toric cover X∞ → X as-

sociated to f in Section 2.3 is an affinoid perfectoid ∆-torsor. In this setting, our technical
preparations so far allow us to essentially follow Faltings’ construction [Fal05, Theorem 3]:

We will define a functor LS−1
f from right to left, and show that this is fully faithful and

essentially surjective. Let (E, θ) be a small G-Higgs bundle and let E+ ⊆ E be a reduction
of structure group to G+

c with respect to which θ has coefficients in ad(E)+. As explained in
the beginning of Section 5, θ can be written via Lemma 2.18 as a continuous homomorphism
ρ : ∆ → ad(E)+(X) with commutative image. By Lemma 6.3 and Lemma 3.5, we can thus
apply exp to turn this into a continuous 1-cocycle exp(ρ) : ∆→ AutG+

c
(E+)(X). This defines

via Cartan–Leray a small v-G-bundle Vρ on Xv that sends W ∈ Xv to

Vρ(W ) := {s ∈ E(X∞ ×X W )|γ · s = exp(−ρ(γ))s for all γ ∈ ∆}.

(The sign in front of ρ(γ) is usually required due to our conventions on cocycles Definition A.1,
to make the cocycle condition translate into γ1γ2 · x = γ∗1 exp(−ρ(γ2)) exp(−ρ(γ1))x. Here it
is of minor importance as ρ has commutative image). We now set LS−1(E, θ) := Vρ.

We note that E is a trivial G-bundle on X by Lemma 6.3, and Vρ is given by regarding
exp(ρ) as a descent datum for E along q : X∞ → X. In particular, Vρ becomes trivial on
X∞. We also note that this immediately gives a natural isomorphism of G-bundles on X∞

(20) q∗E ∼−→ q∗Vρ.

We claim that the construction (E, θ) 7→ Vρ is functorial: A morphism of G-Higgs bundles
(E1, θ1) → (E2, θ2) is the same as a morphism of G-bundles φ : E1 → E2 such that for the
homomorphisms ρ1 : ∆ → ad(E1)

+(X) and ρ2 : ∆ → ad(E2)
+(X) associated to θ1, θ2 we

have

(21) φ−1ρ2(γ)φ = ρ1(γ) ∀γ ∈ ∆.
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By Lemma 3.5.3, it follows that inside E1(X), we have

(22) φ−1 exp(−ρ2(γ))φ = exp(−ρ1(γ)) ∀γ ∈ ∆,

which implies that for any s ∈ E(X∞ ×X W ), we have γ · φ(s) = exp(−ρ2(γ))φ(s) for all
γ ∈ ∆. This shows that the natural homomorphism φ : E1(X∞ ×X W ) → E2(X∞ ×X W )
restricts to the desired map Vρ1(W )→ Vρ2(W ).

LS−1 is essentially surjective: Let V be a small v-G-bundle on X. Then by Propo-
sition 5.5.1, we can find ρ : ∆ → G+

c (X) such that the class of V in H1
v (X,G) is equal to

Wf (ρ). Then the G-Higgs bundle (G, θ) with θ := log(ρ) is such that LS−1(G, θ) ∼= V .

LS−1 is fully faithful: Let (E1, θ1) and (E2, θ2) be two small G-Higgs bundles on X.
By Lemma 6.3, we can find isomorphisms E1 = G and E2 = G. Let ϕ : Vρ1 → Vρ2 be any
morphism between the associated v-topological G-torsors. Since Vρ1

and Vρ2
become trivial

on X∞ by construction, this is by descent the same as a ∆-invariant G-linear homomorphism
ϕ : Vρ1

(X∞)→ Vρ2
(X∞). Choosing generators x and y on either side, this is a ∆-equivariant

homomorphism ϕ : G(X∞)x→ G(X∞)y. Let A · y be the image of 1 · x ∈ G(X∞)x, then the
∆-equivariance means that for all γ ∈ ∆, we have:

γ · ϕ(x) =ϕ(γ · x) ⇒ γ∗A exp(−ρ2(γ)) · y =exp(−ρ1(γ))A · y
⇒ A exp(ρ2(γ))γ

∗A−1 =exp(ρ1(γ))A

By Proposition 5.9, this implies A ∈ G(X). We thus have (22) with φ = A, which again by
Lemma 3.5.3 is equivalent to (21), expressing that A defines a uniquely determined morphism
of Higgs bundles A : (E1, θ1)→ (E2, θ2). Hence LS−1 is an equivalence.

Naturality in f and G: Naturality in G is clear. Functoriality in f can be seen exactly as
in Lemma 4.20: Any morphism g̃ of toric charts between f ′ and f as in Definition 2.4 induces
a morphism X ′

∞ → X∞ which is equivariant with respect to the induced map ∆′ → ∆
between the Galois groups. The pullback of G-Higgs bundles is then given by sending ρ to

ρ′ : ∆′ → ∆
ρ−→ ad(E+)(X)→ ad(E+)(X ′) and exp of this agrees with the cocycle

exp(ρ′) : ∆′ → ∆
exp(ρ)−−−−→ AutG+

c
(E+)(X)→ AutG+

c
(E+)(X ′).

Thus the pullback of Vρ along X ′ → X agrees with Vρ′ defined with respect to f ′.
This finishes the proof of Theorem 6.5.(1). For part 2, we additionally need to treat general

morphisms φ : E1 → E2 which are not necessarily isomorphisms. Following the above proof
of functoriality, we then instead of (21) arrive at the equation

(23) ρ2(γ)φ = φρ1(γ) ∀γ ∈ ∆.

By [Heu22a, Lemma 3.11], this is again equivalent to

(24) exp(−ρ2(γ))φ = φ exp(−ρ1(γ)) ∀γ ∈ ∆,

replacing (22). From here the proof of functoriality goes through verbatim, as does the proof
of essential surjectivity.

For part 2, it remains to prove exactness. For this we use that a complex C• of vector
bundles on Xét is exact if and only if the associated complex µ∗C• on Xproét is exact, where
µ : Xproét → Xét denotes the natural morphism. Indeed, this follows from the fact that µ∗ is
exact on short exact sequences of coherent OX -modules and satisfies µ∗µ

∗ = id on coherent
OX -modules (for example by [Heub, Proposition 2.9]).

Assume now we are given a complex of Higgs bundles, then exactness just means that the
underlying complex of vector bundles E• is exact. Since q : X∞ → X is a pro-étale cover, it
follows that E• is exact if and only if q∗E• is exact. The analogous statement also holds for
the associated complex of v-vector bundles. Hence the statement now follows from (20).

We end this subsection with two remarks on globalisation:



MODULI SPACES IN p-ADIC NON-ABELIAN HODGE THEORY 39

Remark 6.7. One key difference between Theorem 4.1 and Theorem 6.5 is that the former
works for any smooth rigid space X, while the latter depends on a toric chart f : X → Td.
For general smooth X, one might try to globalise the construction by choosing a cover by
affinoids that admit a toric chart. However, Theorem 6.5.3 says that it is only possible to
compare the equivalences on overlaps in a canonical way after the choice of a morphism of
toric charts. It is usually not possible to find these in a way that preserves gluing data.

This should not be regarded as a flaw of the local correspondence, but rather as a mean-
ingful conceptual barrier: In fact, the global correspondences of Faltings [Fal05], Abbes-Gros
and Tsuji [AGT16], Wang [Wan23] and others (see Section 6.3) all rely on an additional
choice, namely the choice of an Ainf/ξ

2-lift of a semi-stable model of X. Second, they require
a stronger smallness condition than the one that works for the local correspondence.

Remark 6.8. In this light, it is interesting to ask to what extent it is possible to generalise
Theorem 6.5 to a more general class of perfectoid Galois covers, thus allowing better gluing
properties in some special cases. We will therefore now sketch how one can use the more
general preparations from Section 4 to generalise the local correspondence by axiomatising
the class of Galois covers for which the proof still goes through. We will apply this in [HWZ]
to prove a small p-adic Simpson correspondence for G-torsors on abeloid varieties.

As in §4.2, let X be an affinoid smoothoid adic space over a perfectoid field K containing
Qcyc

p and let

f : X̃ = Spa(R∞, R
+
∞)→ X = Spa(R,R+)

be a pro-étale affinoid perfectoid cover. We suppose that f satisfies the following axioms:

(1) f is a pro-finite-étale Galois cover, and the Galois group ∆ is a finite free Zp-module.
(2) There is γ > 0 such that for any s ∈ N and i ∈ {0, 1, 2}, the kernel and cokernel of

Hi
cts(∆, R

+/ps)→ Hi
cts(∆, R

+
∞/p

s)

are killed by pγ . Moreover, the same is true for Hi
cts(∆, R

+)→ Hi
cts(∆, R

+
∞).

Note that (1) and (2) imply that ∆ ∼= Zd
p where d is the smooth dimension of Definition 2.11.

The role of (2) is to replace Lemma 2.14.3. In practice, (2) can often be verified using certain
traces that induce a ∆-equivariant R-module splitting of R→ R∞: Indeed, conditions (1) and
(2) are closely related to the “Tate–Sen axioms” of Berger–Colmez [BC08, Definition 3.1.3],
and (2) is essentially our version of their axiom “TS3”. Let us also mention in this context
the closely related “Geometric Sen theory” of Pan and Rodŕıguez Camargo, see [RC23, §2.2].

The case of i = 1 implies that the Cartan–Leray map of f

Homcts(∆,O(R))→ H1
cts(∆,O(R∞)) ∼−→ H1

v (X,O)
HT−−→ H0(X, Ω̃1)

is an isomorphism: Indeed, the second map is an isomorphism because H1
v (X̃,O) = 0 due to

the assumption that X̃ is affinoid perfectoid, and the map HT is an isomorphism because X
is affinoid. We can thus deduce from (2) the analogue of Lemma 2.18 in this setting.

Then the analogue of Proposition 5.5 holds for f , namely the exact same proof goes through
with c := 5γ by replacing Lemma 2.14 with axiom (2). We can use this to define a notion of
smallness as in Definition 6.2. However, we will have to slightly modify c further:

We also require an analogue of Proposition 5.9 for f , but for this we need to be slightly
more careful. The proof of this goes through verbatim except for the step in Claim 5.11 where
Lemma 2.14.2 is invoked, for which we do not have a direct analogue for f . However, this step
of the proof can still be generalised with some more work, by replacing the étale localisation
argument with a lifting argument at the expense of increasing c:

In the notation of the proof, we need to show that Ac ∈ G/Gc(X) lifts to G(X). The
obstruction to lifting defines a class in H1

v (X,Gc). We claim that this class vanishes if we
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replace U = Gc in Claim 5.11 by U := G2c. Indeed, if ρ1, ρ2 factor through G2c(R), then we
already have A2c ∈ G/G2c(X) and the lifting obstruction thus lies in the image of a map

h : H1
v (X,G2c)→ H1

v (X,Gc).

It thus suffices to see that h = 1. But this follows from Lemma 6.3: Unravelling the definitions,
we see that for the group G′ := Gc, a v-G

′-bundle on X is small if it admits a reduction of
structure group to G′

c = G2c. Hence h = 1, so Ac lifts uniquely to G(X)/Gc(X) as desired.
From here the proof of Proposition 5.9 goes through without further changes.

Adapting the notion of smallness accordingly, so that a v-G-bundle is small if it admits a
reduction of structure group to G2c, it follows that also Lemma 6.3 holds in this setting.

With these results at hand, the construction of the functor

LSf : {small G-bundles on Xv} → {small G-Higgs bundles on Xét}
now goes through verbatim: Indeed, the first part of the proof of Theorem 6.5 work in the
same way using the analogue of Lemma 6.3. The proof of essential surjectivity works verbatim
using the analogue of Proposition 5.5, and the proof of fully faithfulness works verbatim using
the analogue of Proposition 5.9.

All in all, this shows that we get a more general version of part 1, 2, 3 of Theorem 6.5 for

not necessarily toric covers X̃ → X satisfying axioms (1) and (2), but at the expense of a more
restrictive smallness assumption (defined in terms of 2c instead of c, where c = 5γ). In some
special cases where one has global perfectoid covers, this allows for better globalisation than
one has for toric charts. That being said, the cohomological correspondence, Theorem 6.5.4,
will require more input specific to toric charts. This is our next goal.

6.2. Cohomology of v-vector bundles. Continuing the proof of Theorem 6.5, we now
move on to part 4. For this the main computation is a more general version of part of
Lemma 2.14 (which was in turn based on [Sch13a, Lemma 5.5]), describing the v-cohomology
of small v-vector bundles, Lemma 2.14 being the case of the trivial bundle O. As before, we
write X = Spa(R,R+) and X∞ = Spa(R∞, R

+
∞).

Lemma 6.9. Let ρ : ∆→ GLn(R
+) be a continuous representation such that ρ ≡ 1 mod pα.

Let either M := R+n or M := R+n/pk for some k ∈ N, endowed with ∆-action via ρ. Endow
M ⊗R+ R+

∞ with the diagonal ∆-action and consider for any m ≥ 0 the natural map

Hm
cts(∆,M)→ Hm

cts(∆,M ⊗R+ R+
∞).

Then we can find c > 0 independent of k such that the kernel and cokernel of this map are
annihilated by pc. For m = 0 and M = R+n, the map is an isomorphism.

Remark 6.10. For m = 0, this give an alternative proof of Proposition 5.9 for G = GLn, by
setting M = End(ρ1, ρ2). This is essentially Faltings’ original proof in [Fal05, Lemma 1].

Proof. We use Lemma 2.14 and its notation: As R+⊗̂A+A+
∞ → R+

∞ is injective with pβ-
torsion cokernel, it suffices to see the statement with R+ → R+

∞ replaced by A+ → A+
∞. For

m = 0 we then get upon inverting p an isomorphism M∆⊗R+ R = (M ⊗R+ R∞)∆, and using
that R+ = R+

∞ ∩R, we see that it is already an isomorphism before inverting p.
By a limit argument, it thus suffices to prove the statement for M/pk for any k ∈ N. Here

we can argue as in [Fal02, p205-206]: Fix a compatible system of p-power roots of unity ζ.
Write γ1, . . . , γd for the induced generators of ∆ = Zd

p. We then have a decomposition

M ⊗A+ A+
∞/p

k =
⊕

i=(i1,...,id)∈[0,1)∩Z[ 1p ]

(M/pk) · T i1
1 · · ·T

id
d

as a ∆-module, where (M/pk)·T i1
1 · · ·T

id
d is the R+-moduleM/pk with the action of ρ twisted

by the character γj 7→ ζij . It thus suffices to prove that already Hm
cts(∆, (M/pk) · T i1

1 · · ·T
id
d )
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is pc-torsion unless i = 0. Via the inflation-restriction sequence and Lemma A.5, we can
reduce to Zp-cohomology. We are thus left to describe RΓcts(Zp,M/pk) with 1 ∈ Zp acting
as multiplication by ζiρ(γj) on M/pk. By Lemma A.5, this is computed by the complex

0→M/pk
ζiρ(γj)−1−−−−−−→M/pk → 0.

By assumption we have ρ(γj) = 1 + pαA for some A ∈ Mn(R
+), so (ζiρ(γj)− 1)/(ζi − 1) is

a unit for i ̸= 0. Hence the above map has the same kernel and cokernel as ζi − 1. □

Lemma 6.11. Let ρ : ∆→ GLn(R
+) be a continuous representation such that ρ ≡ 1 mod pα.

Let M := Rn endowed with ∆-action via ρ. Then for E :=M⊗O and θ := log(ρ) interpreted

as a section of Mn ⊗ Ω̃ as in Section 6.1, there is a natural isomorphism

RΓcts(∆,M) ∼−→ RΓHiggs(X, (E, θ)).

Proof. Let γ1, . . . , γd ∈ ∆ be topological generators and let A1, . . . , Ad be the images of

γ1, . . . , γd under θ. Via Hom(∆,O(X)) = Ω̃(X), the dual basis of γ induces a basis δ1, . . . , δd
of Ω̃(X) and thus an isomorphism Ω̃(X) = Rd. The Higgs complex now evaluates on X to

C∗Higgs =
[
M →M ⊗R R

d →M ⊗R ∧2Rd → · · · →M ⊗R ∧dRd
]

where the k-th transition map sends m⊗ ei1 ∧ · · · ∧ eik 7→
∑

j Aj(m)⊗ ei1 ∧ · · · ∧ eik ∧ ej
Comparing the complex C∗Higgs to C∗grp from Lemma A.5, we see that both have the same

terms, but different transition maps. We claim that there is an R-linear isomorphism u :
C∗grp → C∗Higgs. For this we first observe that inside EndR(M), when we identify γi with its

image under ρ, then Ai/(γi − 1) = ui := 1 + (γi − 1)
∑∞

w=2
(−1)w+1

w (γi − 1)w−2 ∈ EndR(M)
is invertible as γi − 1 is topologically nilpotent in EndR(M). Writing each term in C∗grp as

M ⊗R ∧kRd =
⊕

i1<···<ik
M · ei1 ∧ · · · ∧ eik , we now define u on each direct summand as

u :M · ei1 ∧ · · · ∧ eik →M · ei1 ∧ · · · ∧ eik , m 7→ ui1 · · ·uikm.

This gives an isomorphism of complexes as the γi and Ai all commute with each other. □

In summary, we obtain for the v-vector bundle V natural isomorphisms in D(R)

RΓv(X,V ) = RΓcts(∆, V (X∞)) = RΓcts(∆,M) = RΓHiggs(X, (E, θ))

where the first morphism comes from the Cartan–Leray sequence [Heu22b, Proposition 2.8].
This finishes the proof of Theorem 6.5 in the case that K contains Qcyc

p .

It remains to deduce the general case by Galois descent. For this we use the following:

Corollary 6.12. For any perfectoid field K, any smoothoid X over K and any rigid group
G over K, the morphism ΨG has trivial fibre over the trivial element.

Proof. Let XK′ → X be the base-change to a completed algebraic closure of K. The diagram

HiggsG(XK′) R1ν∗G(XK′)

HiggsG(X) R1ν∗G(X)

ΨG

ΨG

commutes by Proposition 4.22. The top morphism is injective by Proposition 5.12. The left
map has trivial kernel by Lemma 3.20. Hence the bottom map has trivial kernel. □

Corollary 6.13. Let X be a smoothoid space over K. Let K ′|K be any extension of perfectoid
fields. Then we have v-descent of étale G-torsors along the base-change map XK′ → X.



42 BEN HEUER

Proof. Any descent datum for an étale G-torsor along the morphism XK′ → X defines a v-G-
bundle V on X that becomes trivial on XK′ . This is étale if its class in R1ν∗G(X) vanishes.
This follows by chasing the above diagram using that ΨG is surjective by Proposition 5.6. □

Let C be the completion of the cyclotomic extension ofK obtained by adjoining all p-power
roots. By almost purity, this is again a perfectoid field. Let G = Gal(C|K) be the Galois
group. Let fC : XC → Td

C × Y be the base-change of f from K to C.
Let now V be a G-torsor on Xv. Let VC be the pullback to XC and let (E, θ) be the

Higgs bundle associated to VC via the local correspondence LS with respect to fC . Then
by functoriality in the toric chart, the v-descent datum for VC along XC → X induces a
descent datum on (E, θ) for XC → X. By Corollary 6.13, this is effective and thus defines a
Higgs bundle on X. The functoriality of this construction and all desired compatibilities now
follow from those for the correspondence on XC using that the functor from étale G-torsors
to v-G-torsors is fully faithful by Lemma 3.10, and thus morphisms can be defined v-locally.

Similarly, it suffices to check that the morphism between cohomologies in part 3 is an
isomorphism after an extension of base-field. This completes the proof in general. □

The construction of Theorem 6.5 is clearly compatible with that of Theorem 4.1, in the
sense that after passing to isomorphism classes and sheafifying on Xét, the functor LS com-
putes the map Ψ. This completes the last missing piece of the proof of Theorem 4.1: The
above descent shows that Ψ is an isomorphism over general perfectoid base fields. □

6.3. Relation to Faltings’ local p-adic Simpson correspondence. We now elaborate
on the comparison of our correspondence in the case of smooth rigid spaces and G = GLn to
Faltings’ local correspondence as studied by Abbes–Gros–Tsuji.

The idea to build a global p-adic Simpson correspondence out of local correspondences
between small objects goes back to [Fal05], and instances of such a correspondence for G =
GLn are now known in good generality: For example, it is known for a certain class of log
schemes defined over discretely valued k due to Faltings [Fal05], Abbes–Gros [AGT16] and
completed by Tsuji [Tsu18], as well as in cases of good reduction, due to Wang [Wan23]. Let
us also mention in this context the “q-deformed” version due to Morrow–Tsuji [MT21]. We
refer to the appendix of [AHL24] for a general overview over different variants of local and
global p-adic Simpson correspondences.

The first difference of these to our version is the technical setup in which the correspon-
dence is formulated: The approach of Faltings/Abbes–Gros/Tsuji is rooted in the setting of
Faltings’ p-adic Hodge theory, and deals with certain log schemes with toroidal singularities,
defined over discretely valued base fields k. On these one defines the category of generalised
representations, and the local correspondence then essentially happens after the base change
to the completed algebraic closure K of k. Let us refer to this as the “arithmetic” setup.

An alternative technical foundation (of course inspired by Faltings’) is that of Scholze’s p-
adic Hodge theory [Sch13a], which instead works with smooth rigid spacesX over algebraically
closed K. For the Hodge–Tate comparison (on which the p-adic Simpson correspondence is
based), this is possible without assuming that X admits a model over a discretely valued
field. One then uses locally perfectoid constructions, like the pro-étale site, or the category of
diamonds, which allow one to reinterpret generalised representations as locally free sheaves
on X. Let us call this the “geometric” setup.

In many situations, it is possible to pass from the “arithmetic setup” in the above sense to
the “geometric setup” by analytifying and passing from k to K. This is not to say that one
setup is more general than the other, for example Faltings’ setting allows for more flexibility
in the regularity conditions imposed on X. Moreover, there are of course many variations in
between, for example many authors use Scholze’s technical language but work with varieties
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that allow models over discretely valued fields, for various good reasons: For example, one
can then expect a “de Rham” side to the non-abelian picture, as in [LZ17].

The second difference is that we use a different notion of smallness, related to the difference
between [AGT16, Definition 13.1 vs 13.2]: In terms of generalised representations, the def-
inition used by Faltings/Abbes–Gros/Tsuji is that the underlying module is projective and
generated by elements on which the action becomes trivial modpα, whereas the definition
that we use here is that the module is already finite free with trivial action modpα.

The proof of the local Simpson correspondence for G = GLn for Faltings’ more general
notion of smallness is quite subtle, as explored in detail by Abbes–Gros–Tsuji (see in particular
[AGT16, II.14], [Tsu18, Remark 2.3]). The major difficulty is that when using their notion
of smallness, the construction requires an additional technical result, which in the language
of Abbes–Gros is that “small representations are Dolbeault”. This was the missing piece
provided by [Tsu18]. We choose to sidestep these problems by way of our more restrictive
notion of smallness, which also seems more natural in our general setting of G-torsors.

If we ignore all of these technical differences, the main novelty in Theorem 6.5 is of course
the generalisation from GLn to rigid groups G and from smooth rigid spaces X to the relative
setting of perfectoid families thereof. A minor additional point is the generalisation from
algebraically closed K to any perfectoid base field over Qp.

Remark 6.14. In the work of Faltings, the local p-adic Simpson correspondence is the first of
three variants of a p-adic non-abelian Hodge correspondence: The second is the “global p-adic
Simpson correspondence of small objects”. Instead of a toric chart, it relies on the datum of a
lift of X to B+

dR/ξ
2, and it uses a different notion of smallness that can be formulated in terms

of the Hitchin base (cf §8). The third is the “proper p-adic Simpson correspondence” which
describes all v-vector bundles in the case of smooth projective varieties. Both of the latter
two rely on the local correspondence. We refer to [AHL24, §A] for a systematic overview
comparing these different types of correspondences, as well as pointers to the literature.

In light of Theorem 6.5.(1), it is natural to ask if there are also analogues of the “global”
and “proper” correspondence for general rigid groups G (we refer [HWZ] for some first results
in this direction). In particular, it would be interesting to use a different notion of smallness
for the global correspondence, which only relies on the image of the Hitchin morphism of §8.

6.4. Relation between sheafified and local correspondence. One could in principle
deduce a weaker version of Theorem 4.1 from Theorem 6.5 by passing to isomorphism classes,
using that G-bundles and G-Higgs bundles are étale-locally small. But it is important for our
purposes that Theorem 4.1 is stronger than this version, as it is “more canonical and more
functorial in X” in the following ways:

Dependence on the chart: As mentioned in the introduction, in contrast to the complex
case, the p-adic Simpson correspondence is in general non-canonical and will depend on certain
choices. The situation for the local p-adic Simpson correspondence is slightly better, but still
quite subtle: It still depends on the choice of chart up to non-canonical isomorphism (see also
[Tsu18, Remark 13.3]). This means that it is in general not clear how to globalize from the
local case, since one has no canonical glueing data on overlaps. Other versions of the local
correspondence have similar restrictions. Indeed, there are conceptual reasons why one cannot
expect a completely canonical correspondence in general: If this existed, then by functoriality
one would be able to glue the local correspondences to get a global correspondence without
any smallness assumptions, which is known not to exist.

In contrast, the advantage of the “sheafified correspondence” of Theorem 4.1 is that it
is completely canonical and functorial with respect to localisation. In particular, the local
correspondence, Theorem 4.1 holds for any smooth rigid space. This functoriality is crucial

for our purposes in this article, and especially for constructing the Hitchin morphism H̃.
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Functoriality: Given a morphism of smoothoids h : X1 → X2, it is not always possible
to find compatible toric charts, and hence to compare the local correspondences, even étale
locally. The functoriality property of Theorem 4.1 is stronger and includes such morphisms.

Smallness: A third way in which Theorem 4.1 is more canonical than Theorem 6.5 is that
for general rigid groups G, there is no canonical notion of “smallness” of G-torsors.

7. Applications to v-vector bundles on rigid spaces

We now give several immediate applications of Theorem 4.1 and Theorem 6.5. Let G be
any rigid group. Our first application is that the explicit description of R1ν∗G lets us deduce
v-descent criteria for G-torsors. By this we mean methods to answer the following question:

Question 7.1. Let f : X ′ → X be a v-cover of smoothoid (e.g. smooth rigid or perfectoid)
spaces. What are conditions on f that ensure descent of étale G-torsors along f?

As it is tautological that we have descent of v-G-torsors along f , it is equivalent to ask
how we can tell whether v-G-torsors on X are already étale-locally trivial.

Examples of situations where this question arises include moduli stacks of étale vector
bundles, but also the study of automorphic sheaves like bundles of overconvergent p-adic
modular forms defined via descent from perfectoid Shimura varieties of infinite level.

7.1. Criteria for v-vector bundles to be étale-locally trivial. Since Question 7.1 is
étale-local, we can use either of Theorem 4.1 and Theorem 6.5 to study it. We shall mainly
use the former as it is slightly more convenient in this setting, e.g. it does not require additional
choices. We begin with the following immediate consequence:

Corollary 7.2. For any smoothoid space X and a rigid group G over K, the Leray sequence
for ν : Xv → Xét induces an exact sequences of pointed sets, functorial in X and G,

1→ H1
ét(X,G)→ H1

v (X,G)→ HiggsG(X).

We deduce the following criterion for v-descent, a generalisation of [Heu22b, Corollary 1.5]:

Corollary 7.3. Let V be a G-torsor on Xv. Let U → X be any étale map with Zariski-dense
image. Then V is étale, i.e. comes from a G-torsor on Xét, if and only if V |U is.

In particular, if X is connected, this means that to prove that V is étale on X, it suffices
to prove this on any non-empty open subspace U ⊆ X. This is a priori quite surprising.

Proof. By functoriality in Theorem 4.1, the restriction to U fits into a commutative diagram

1 H1
ét(X,G) H1

v (X,G) HiggsG(X)

1 H1
ét(U,G) H1

v (U,G) HiggsG(U).

Thus it suffices to see that the restriction map on the right has trivial kernel. This is precisely
the statement of Lemma 3.20 applied in the case of Example 3.21.1. □

We also get the following v-descent criterion, giving a satisfactory answer to Question 7.1:

Corollary 7.4. Let f : X ′ → X be a v-cover of affinoid smoothoid spaces. Then descent of

étale G-torsors along f is effective if and only if f∗ : H0(X, Ω̃X)→ H0(X ′, Ω̃X′) is injective.

Proof. Any descent datum for an étale G-torsor E along f defines a v-topological G-torsor
on X whose pullback to X ′ is E. The result thus follows from a similar diagram as in the

proof of Corollary 7.3, again using Lemma 3.20: Here by Proposition 2.9, the sheaf Ω̃X is a

vector bundle, so Ω̃X → f∗Ω̃X′ is injective if and only if it is injective on global sections. □
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This generalises Corollary 6.13, where f is a base-change XK′ → XK . Another case is:

Corollary 7.5. Let X be a smooth rigid space, let Y be a perfectoid space, and let Z → X×Y
be étale. Then a G-torsor on Zv is étale if it is after pullback to a perfectoid v-cover Y ′ → Y .

Applying the same argument as in Corollary 7.3 to the case of Example 3.21.2 shows:

Corollary 7.6. Let G ↪→ G′ be an injective homomorphism of rigid groups. Let V be a
G-torsor on Xv. Then V is étale-locally trivial if and only if the G′-torsor V ×G G′ is.

As a special case of the Corollary is the map GLn(O+) ↪→ GLn(O), for which this shows:

Corollary 7.7. Let E+ be a finite v-locally free O+-module on Zv such that E := E+[ 1p ] is

étale-locally free. Then E+ is étale-locally free.

However, Example 3.19 shows that the map R1ν∗G→ R1ν∗G
′ is not in general injective.

Remark 7.8. Another application of Corollary 7.6 shows that for a linear algebraic group
G with embedding G ↪→ GLn, a G-torsor V on Xv is étale-locally trivial if and only if the
associated v-vector bundle GLn ×G V is. The more general question whether two G-torsors
V1, V2 on Xv are étale-locally isomorphic if the associated v-vector bundles are isomorphic
for every representation of G is more subtle, and Theorem 4.1 translates this into a question
about simultaneous conjugation that is related to Steinberg’s conjugacy conjecture [Ste78].

We finish with two results about v-vector bundles, generalising [Heu22b, Corollary 3.6]:

Corollary 7.9. Let V1 ↪→ V2 be an injective morphism of v-vector bundles on a smoothoid
space Z. If V2 is étale-locally free, then so is V1.

Proof. We can work locally and assume that V1, V2 are small. Then Theorem 6.5 translates
this into an inclusion of Higgs bundles (E1, θ1) ⊆ (E2, θ2), and θ1 vanishes if θ2 does. □

Second, as a consequence of Theorem 6.5.(4), we see on the Higgs side:

Corollary 7.10. Let X be a smoothoid space over K and let V be a v-vector bundle on X.
Let ν : Xv → Xét be the natural morphism of sites and let n ∈ N.

(1) The OX-module Rnν∗V vanishes for n ≥ dimX.
(2) If X is a smooth rigid space, then the OX-module Rnν∗V on Xét is coherent.

Proof. Both statements are local on Xét. By Lemma 6.4, we can therefore assume that X
has a toric chart f and V is small with respect to f . Then the statement follows from
Theorem 6.5.(4). □

This reproves a result of Kedlaya–Liu [KL16, Theorem 8.6.2.(a)] for pseudo-coherent mod-
ules in the special case of v-vector bundles. For paracompact rigid X, it follows from
Grothendieck vanishing [dJvdP96, Corollary 2.5.10] that Hi

v(X,V ) = 0 for i > 2 dimX.
A related result has been obtained in a similar way by Min–Wang [MW, Corollary 1.10] for
proper X over a discretely valued field K0. We note that the Corollary also illustrates the
failure of Rν∗ to be conservative: If the associated Higgs complex is exact, then Rν∗V = 0.

7.2. v-stacks of étale G-torsors. Let f : X → Spa(K) be a smooth rigid space over K. As
an application of Corollary 7.5, we can now prove that the prestack of étale vector bundles
on X relatively over the v-site over K is a stack. This is one of our main motivations for
introducing smoothoid spaces.

We shall freely use the language of v-stacks from [Sch, §9]. We now recall their definition,
adapted to our setting of perfectoid spaces over a fixed perfectoid field K. In other words,
we will always consider v-stacks with a fixed structure map to Spd(K):

Definition 7.11. (1) A prestack overK is a contravariant functor F : PerfK → Groupoids.
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(2) A prestack F is called a v-stack if it satisfies v-descent, i.e. if for each v-cover Y ′ → Y
with projections π1, π2 : Y ′ ×Y Y ′ → Y ′, the following functor is an equivalence:

F (Y )→ {(s, α)|s ∈ F (Y ′), α : π∗
1s
∼−→ π∗

2s such that cocycle condition holds}
(3) A v-stack F is called small if there is a surjection h : S → F from a perfectoid space for

which R = S×F S is a small v-sheaf, i.e. there is a surjection S′ → R of v-sheaves from
a perfectoid space S′. It is not difficult to see that one gets an equivalent definition if
S and S′ are just assumed to be diamonds.

Definition 7.12. Let G be any rigid group over K, for example G = GLn.

(1) We denote by BunG,v the prestack on PerfK that sends a perfectoid space Y to the
groupoid of v-G-bundles on (X×Y )v, where as usual the fibre product is over Spa(K).

(2) We denote by BunG,ét the prestack on PerfK that sends a perfectoid space Y to the
groupoid of étale G-bundles on (X × Y )ét.

(3) We denote by H iggsG the prestack on PerfK that sends a perfectoid space Y to the
groupoid of G-Higgs bundles on (X × Y )ét.

We now use the descent criteria from the last section to prove our next main result:

Theorem 7.13. All of the prestacks BunG,v, BunG,ét and H iggsG are small v-stacks.

Proof. Let g : Y ′ → Y be a v-cover in PerfK , then X × Y ′ → X × Y is also a v-cover. We
clearly have v-descent for v-topological G-bundles, so BunG,v is a v-stack.

For BunG,ét, we need to prove that we have descent of étale G-bundles along the map
f : X × Y ′ → X × Y . By Corollary 7.4 to Theorem 4.1, it suffices to see that the map

Ω̃(X ×Y )→ Ω̃(X ×Y ′) is injective. This follows from Proposition 2.9 which shows Ω̃X×Y =

Ω̃X ⊗OX
OY , and the fact that g∗OY → OY ′ is injective as g is a v-cover.

The case of H iggsG now follows easily: Given a descent datum on a G-Higgs bundle

(E′, θ′), we first descend the étale bundle E′ to a G-bundle E. Then F = ad(E)⊗ Ω̃X , being
an étale vector bundle by Proposition 2.9, satisfies ν∗ν

∗F = F . In other words, F already
satisfies the sheaf property for the v-topology on PerfK , so θ can be defined v-locally. By the

same argument, the vanishing of the section θ ∧ θ ∈ ad(E)⊗ Ω̃2 can be checked v-locally.
That the v-stack BunG,ét is small can be seen similarly as in [FS, Proposition III.1.3]: As

explained there, it suffices to prove that for any affinoid perfectoid space S = Spa(R,R+)
over K, we have

BunG,ét(S) = lim−→i∈I
BunG,ét(Si)

where Si = Spa(Ri, R
+
i ) and (Ri)i∈I ranges through the topologically countably generated

perfectoid subalgebras of R. To see that this holds, let E ⊆ BunG,ét(R) be any étale G-
torsor, and let U → X × S be a trivialising standard-étale cover so that G corresponds to
a class in the kernel of G(U) → G(U ×X×S U). Note that U descends to a standard-étale
cover Ui → X × Si for any i ≫ 0. Then O(U) = lim−→O(Ui) since any function of U can be
presented using countably many functions of R which are thus already contained in some Ri.
After refining U , we may assume that U is a finite disjoint union of affinoid opens that factor
through an affinoid open Spa(A,A+) ⊆ G of topologically finite presentation, so that E is
already in the image of lim←−G(Ui) → lim←−G(U). As lim−→G(Ui ×X×S Ui) = G(U ×X×S U) is
injective, it follows that E descends to a G-torsor Ei on X × Si for i≫ 0, as desired.

The same approximation arguments show that ad(E)⊗Ω̃(X×S) = lim−→ ad(E)⊗Ω̃(X×Si),
so that any Higgs field θ on E already descends to a Higgs field on Ei for i≫ 0. Thus

H iggsG,ét(S) = lim−→i∈I
H iggsG,ét(Si),

which shows that H iggsG is small. We deduce the case of BunG,v from this using Theorem 6.5:
Let V be a v-G-bundle on X×S. By Lemma 6.4, this becomes small after passing to an étale
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cover of X by toric affinoid subspaces U → X. By functoriality of the local correspondence
in the toric chart, we deduce that the restriction of V to U × S descends to some U × Si.
Since morphisms of Higgs bundles also descend from U × S to some U × Si, we see that we
can descend the gluing data, and deduce that V descends to some X × Si. □

While we believe that the v-stack BunG,ét is of independent interest, its role in the following
is that we use it to understand H iggsG. For example, for commutative G we have:

Lemma 7.14. Let G be a commutative rigid group. Let X be a proper smooth rigid space.
Then we have a canonical isomorphism of v-stacks on PerfK

H iggsG = BunG,ét ×H0(X, g⊗ Ω̃X)⊗K Ga,

where the second factor on the right hand side is a rigid vector group. In particular, all of
BunG,ét, BunG,v and H iggsG then have the structure of a group v-stack.

Proof. In the proper case, we have H0(X × Y, Ω̃) = H0(X, Ω̃) ⊗ O(Y ) by [Heua, Proposi-
tion 2.6] (or Lemma 8.4 below). The description therefore follows from Remark 3.16. The
group structure on BunG,ét and BunG,v comes from the tensor product on the category of G-
bundles given by sending G-torsors E1, E2 to the pushout of E1×E2 along the multiplication
G×G→ G. □

A similar description is still possible if we drop the assumption that X is proper. In this
case, the second factor might no longer be a rigid group, but it is still a diamond:

Lemma 7.15. Let f : X → Spa(K) be a smooth rigid space. Let E be an analytic vector
bundle on X. Then the v-sheaf f∗E on PerfK defined by Y 7→ E(X × Y ) is a diamond.

Proof. Let us write FX,E := f∗E. Given any cover X = ∪Ui, the map FX,E ↪→
∏
FUi,E is

injective, where FUi,E is the restriction to Ui . By [Sch, Proposition 11.10], we can thus work
locally on X and assume that E is free, reducing to E = O. By a result of Achinger, we can
moreover assume that X admits a finite étale map X → D to some rigid polydisc [Ach17,
Proposition 6.6.1][Zav21, Corollary B.5]. In this case, O(X × Y ) = O(D × Y ) ⊗O(D) O(X),
so we are reduced to the case that X = Spa(K⟨T1, . . . , Tn⟩). In this case, the result follows
because FO,D ⊆

∏
N An, and the latter is a diamond by [Sch, Lemma 11.22]. □

8. The Hitchin morphism for v-vector bundles

We now give the second main application of the sheafified correspondence Theorem 4.1:
The construction of the Hitchin morphism on the Betti side. To motivate the construction,
we reiterate that our goal in this series is to investigate to what extent non-abelian p-adic
Hodge theory can be understood in terms of a comparison of the moduli v-stacks introduced
in the last section. As in the complex theory, it is clear from the case of G = Gm which
we explain in detail in §8.5 that we cannot expect H iggsG and BunG,v to be isomorphic as
v-stacks. Instead, as mentioned in Theorem 1.7 in the introduction, what we will show in
part II is that for G = GLn and X a smooth proper curve, the two v-stacks are twists of each
other via two natural morphisms to the same rigid analytic base: the Hitchin base.

The goal of this section is to introduce these morphisms and prove some first properties.
We also explain why we believe that the Hitchin morphism on the Betti side is interesting for
studying representations of the étale fundamental group.

As before, let K be any perfectoid extension of Qp. Throughout this section, let X be a
smooth rigid space over K. We discuss the the Hitchin morphisms on the Higgs side.
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8.1. The Hitchin morphism for Higgs bundles in the case of G = GLn. We describe
the Hitchin morphism for G = GLn because this is the main case studied in the p-adic
Simpson correspondence so far, and the description simplifies significantly in this case. To
simplify notation, let us in this subsection write

Bunn,v := BunGLn,v, H iggsn := H iggsGLn
.

In algebraic geometry, the Hitchin morphism for a smooth proper variety Y is a morphism
from the stack of Higgs bundles of Y to the Hitchin base, which is a certain affine space
depending on Y [Sim94, cf §6]. The construction is straightforward to adapt to the p-adic
analytic setting, as we now discuss, roughly following [Sim94, p.20].

Let Z be any smoothoid space and let (E, θ) be a Higgs bundle of rank n on Zét. We regard

θ as a section of End(E)⊗Ω̃. On any U ∈ Zét where E becomes trivial, choose an isomorphism

ψ : E|U ∼= On
U , then θ defines a homogeneous element of degree 1 in Mn(H

0(U,Sym Ω̃)) and

we can consider its characteristic polynomial in H0(U,Sym Ω̃[T ]). As this is independent of
the choice of ψ, this glues to a polynomial

χE,θ = Tn + a1T
n−1 + · · ·+ an ∈ H0(Z,Sym Ω̃[T ])

defined over all of Z, where ak ∈ H0(Z,Symk Ω̃) for k = 1, . . . , n.

Definition 8.1. Since χE,θ only depends on the isomorphism class of (E, θ), this defines a
natural map from the set of isomorphism classes of Higgs bundles on Zét of rank n

H : {Higgs bundles on Zét of rank n}/∼→
n⊕

k=1

H0(Z,Symk Ω̃), (E, θ) 7→ χE,θ.

As H is functorial in Z by construction, it induces a morphism of sheaves on Zét

(25) hZ : Higgsn →
n⊕

k=1

Symk Ω̃.

Remark 8.2. If dimZ = 1, then Symi Ω̃ = Ω̃⊗i, and we get a simpler description of χE,θ.
For this we consider for each k = 1, . . . , n the k-th wedge product of the Higgs field

∧kθ : ∧kE → ∧k(E ⊗ Ω̃) = ∧kE ⊗ Ω̃⊗k,

then ak := tr(∧kθ) is the k-th coefficient of χE,θ. This matches Hitchin’s definition [Hit87].

We now return to the smooth rigid space X, for which we can assemble the various maps
hZ on Z = X × Y for Y ∈ PerfK to a Hitchin morphism in terms of moduli stacks, using:

Definition 8.3. The Hitchin base of X is the v-sheaf An = AX,n on PerfK defined by

An : Y 7→
n⊕

k=1

H0(X × Y, Symk Ω̃X×Y ).

In general, An is a diamond by Lemma 7.15, but if X is proper, then by Proposition 2.9 and

Lemma 8.4 below, An is represented by the rigid space
⊕n

k=1H
0(X,Symk Ω̃)⊗K Ga.

Lemma 8.4. Let X be a smooth proper rigid space and let Y be a perfectoid space. Let
π : X × Y → X be the projection. Then for any vector bundle E on Xét and i ≥ 0, we have

Hi
ét(X × Y, π∗E) = Hi

ét(X,E)⊗K O(Y ).

Proof. This follows from a smoothoid version of “cohomology and base change”, see [Heu24b,
Corollary 3.10], or by a direct computation in Čech-cohomology as in [Heua, Proposition 4.2].

□
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Definition 8.5. Using the small v-stack of Higgs bundles H iggsn from Theorem 7.13, we
define a morphism of v-stacks over K, the Hitchin morphism for GLn

(26) H : H iggsn → An

as follows: We compose the map H iggsn(X)→ Higgsn(X × Y ), given by passing to isomor-
phism classes and sheafifying on (X × Y )ét, with the map hZ from (25).

Remark 8.6. We think of elements (a1, . . . , an) ∈ An of the Hitchin base as monic polyno-
mials f(T ) = Tn + a1T

n−1 + · · ·+ an. For example, this defines a natural map of v-sheaves

· : An ×Am → An+m, f(T ), g(T ) 7→ (f · g)(T ).
The image of a direct sum of Higgs bundles E1 ⊕ E2 under H is then H(E1) · H(E2).

8.2. The Hitchin morphism for general G. We now describe the construction of the
Hitchin morphism for general rigid groupsG. Again, this is a fairly straightforward adaptation
to v-stacks of the algebraic construction, for which we roughly follow [Ngô06]:

Since we will need to form a GIT quotient by G, we need to start the discussion in the
world of schemes, and only later pass to v-sheaves. Let (R,R+) be any Huber pair over
(K,K+) and let V be a finite free R-module of rank d. We begin with some recollections on
affine vector groups: Write V ⊗A1

R for the associated affine space over Spec(R), where A1
R is

the affine line over Spec(R) considered as a scheme: Explicitly, we have V ⊗A1
R = Spec(R[V ])

for R[V ] := SymR V
∨, where V ∨ is the R-linear dual of V . Then the functor of points of

V ⊗A1
R sends any R-algebra S to V ⊗RS. The R-module structure on V can then be encoded

into a natural Gm-action on V ⊗ A1
R, with S

× acting on V ⊗R S via the scalar action on S.
Explicitly, this is defined by the map R[V ]→ R[V ]⊗RR[T

±1] sending any w ∈ V ∨ to w⊗T .
We now first apply this construction to R = K and the R-module g(K). Let us denote

the resulting affine vector group simply by g ⊗ A1
K . Recall that G acts on g via the adjoint

action ad : G → End(g). This induces an action of the abstract group G(K) on the scheme
g ⊗ A1

K , and hence on O(g ⊗ A1
K) = K[g(K)]. Let us simply denote by K[g]G ⊆ K[g(K)]

the K-subalgebra of G(K)-invariants of this action. We can then form “the quotient by G”,
namely the quotient by G(K) in the sense of geometric invariant theory:

(27) g⊗ A1
K → g⊗ A1

K �G := Spec(K[g]G).

Since the G-action on g commutes with the Gm-action (as G acts via linear maps), the
quotient inherits a Gm-action and the quotient map is Gm-equivariant. Also, the quotient is
obviously G-equivariant when the target is endowed with the trivial G-action.

Returning to our general K-algebra R and finite R-module V , we note that any element
x ∈ g(R)⊗R V defines by duality a morphism of R-modules g(R)∨ → V , hence a morphism
of R-algebras R[g(R)]→ R[V ∨], hence a morphism V ∨⊗A1

R → g⊗A1
R of affine vector groups

over R. Composed with the base-change of (27) to R, we obtain a Gm-equivariant morphism

V ∨ ⊗ A1
R → Spec(K[g]G ⊗K R)

of affine schemes over R, associated to x in a natural way.

Definition 8.7. Let AV,G,R be the v-sheaf over Spa(R,R+) sending a perfectoid algebra
(S, S+) to the set of Gm-equivariant morphisms of R-schemes V ∨⊗A1

S → Spec(K[g]G⊗KR).
Using that O on PerfK is a v-sheaf, one easily verifies that this is a v-sheaf.

Passing from schemes to v-sheaves, and regarding g as an O-module on PerfK , the above
construction now defines a natural morphism of v-sheaves on Spa(R,R+)

g⊗R V → AV,G,R

that is functorial in R and equivariant for the natural G×GLV -action where G acts via the
adjoint action on g on the left and trivially on the right, and GLV acts on V on both sides.
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Let now Z be any smoothoid space over K. We apply this construction to R = O(U) for

any toric open subspace U → Z in Zét and V := H0(U, Ω̃Z). We thus obtain natural maps
of v-sheaves on U

g⊗R H
0(U, Ω̃U )→ AV,G,O(U)

that are still G × GLV -equivariant. For varying U , the AV,G,O(U) clearly glue to a sheaf
AG over Zét. Due to the G-invariance, the above maps then glue to a natural morphism of
sheaves on Zét

(28) hZ : HiggsG → AG.

Let now X be a smooth rigid space and consider Z = X × Y for test objects Y ∈ PerfK .

Definition 8.8. The v-sheaf AG (or AG,X) on PerfK defined by AG(Y ) := AG(X × Y ) is
the Hitchin base for G and X. It is clear from the construction that the formation of AG,X

is functorial in both G and X. We then easily verify that hX×Y is functorial in Y .

In general, the v-sheaf AG is a diamond by Lemma 7.15. However, we have the following:

Lemma 8.9. Assume that X is proper, and that G is a rigid group such that the Lie algebra
g satisfies K[g]G = K[u1, . . . , un] for some homogeneous generators ui of degree ei, for ex-
ample by Chevalley’s Restriction Theorem we can take split reductive G, but we can also take
commutative G. Then AG is represented by an affine rigid space over K, namely

AG
∼=

n⊕
k=1

H0(X,Symek Ω̃X)⊗Ga.

Proof. The condition on G ensures that for any toric affinoid U ⊆ X and R = H0(U × Y, Ω̃),
we have AV,G,R

∼=
∏n

k=1(Sym
ek
R V ) ⊗ A1. Gluing for a cover of X by such U , we see that

AG =
∏n

k=1H
0(X × Y,Symek Ω̃X×Y ) ⊗ A1. We now use that X is proper and therefore

H0(X,Symek Ω̃X) is a finite dimensional K-vector space. It follows from Lemma 8.4 that

H0(X × Y, Symek Ω̃X×Y ) = H0(X,Symek Ω̃X)⊗O(Y ),

and the right hand side is indeed represented by the rigid space H0(X,Symek Ω̃X)⊗Ga. □

Definition 8.10. Composing the morphism of v-sheaves hX×Y from (28) with the sheafifica-
tion H iggsG(Y )→ HiggsG(X × Y ) for varying Y ∈ PerfK , we get the Hitchin morphism

(29) H : H iggsG → AG,

a morphism of small v-stacks on PerfK that is functorial in G and X.

For G = GLn, this recovers the earlier description since the coefficients of the charac-
teristic polynomial generate k[g]G. Indeed, these are mapped to the elementary symmetric
polynomials under the restriction map k[g]G → k[t]W in Chevalley’s Restriction Theorem.

Example 8.11. If G is commutative, then we have K[g]G = K[g]. If X is proper, we then

have AG = g⊗ Ω̃X . In any case, H is for such G simply the projection to the second factor
H iggsG

∼−→ BunG,ét ×AG → AG where the first map is from Lemma 7.14.

8.3. The Hitchin morphism on the Betti side. On the other side of the p-adic Simp-
son correspondence, we now construct the promised Hitchin morphism for the stack of v-
topological G-bundles for any rigid group G over K.

Let Z be any smoothoid space. Combining the isomorphism HTlog from Theorem 4.1 with
the Hitchin map (25) or (28), we obtain a morphism of sheaves on Zét

R1ν∗G
HTlog−−−−→ HiggsG

hZ−−→ AG

Let X be any smooth rigid space over K. Using crucially that HTlog is functorial in Z,
we see that these morphisms for Z = X × Y glue for varying Y to a morphism of v-stacks:
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Definition 8.12. The Hitchin morphism on the Betti side is the morphism of v-stacks

H̃ : BunG,v → AG

defined on Y ∈ PerfK as the composition

BunG,v(Y )→ H1
v (X × Y,G)→ R1ν∗G(X × Y )

HTlog−−−−→ HiggsG(X × Y )
hX×Y−−−−→ AG(Y )

where the first map is the passage from groupoids to sets of isomorphism classes, where
ν : (X × Y )v → (X × Y )ét is the natural map, where HTlog is the isomorphism from
Theorem 4.1, and hX×Y is the sheafified Hitchin morphism on the Higgs side (25) or (28).

With this definition, the basic idea for our moduli theoretic approach to p-adic non-abelian
Hodge theory is to compare BunG,v and H iggsG geometrically via the morphisms

(30)

BunG,v

AG

H iggsG

H̃

H

By Lemma 8.9, this is particularly interesting if X is proper and G is split reductive or
commutative, as the Hitchin base AG is then represented by an affine rigid space.

Proposition 8.13. The morphism H̃ : BunG,v → AG has the following properties:

(1) H̃ is functorial in X → Spa(K). In particular, if X has a model over a subfield

K0 ⊆ K, then H̃ is equivariant with respect to the Aut(K|K0)-actions on both sides.

(2) H̃ is functorial in G. In particular, if 0→ V1 → V → V2 → 0 is a short exact sequence

of v-vector bundles, then in the notation of Remark 8.6 we have H̃(V ) = H̃(V1) ·H̃(V2).
(3) If G is commutative, then H̃ is a homomorphism of group stacks.

Proof. The functoriality follows from the analogous properties for Higgs bundles and from
functoriality of HTlog. To see part 2, we apply HTlog for parabolic subgroups G ⊆ GLn and
use functoriality in G. On the Higgs side, the statement then follows from Remark 8.6.

If G is commutative, then HTlog is a homomorphism by Theorem 4.1, and H is a homo-
morphism of group stacks by Example 8.11. □

The possibility of constructing a Hitchin morphism for v-G-bundles is a new idea already
for the case G = GLn of v-vector bundles, which was suggested to us by Scholze in reaction
to an earlier version of Theorem 4.1. There are however two abelian special cases that can
be described explicitly using known results, as we now explain in detail. From now on, we
assume that K is algebraically closed and that X is a smooth proper rigid space over K.

8.4. The Hitchin morphism on the Betti side for G = Ga. We first treat G = Ga:

In this case, Lemma 8.9 shows that AGa
= H0(X, Ω̃) ⊗ Ga and by Example 8.11, the map

H : H iggsGa
→ AGa

is simply the projection

H : BunGa,ét ×H0(X, Ω̃)⊗Ga → H0(X, Ω̃)⊗Ga.

Here BunGa,ét parametrises étale Ga-torsors on X × Y . By Lemma 8.4 for i = 1, it can
therefore be identified with the v-sheaf represented by the rigid vector group H1

ét(X,O)⊗Ga.
On the other hand, the Hitchin morphism on the Betti side is of the form

H̃ : BunGa,v = H1
v (X,O)⊗Ga → H0(X, Ω̃)⊗Ga

and we easily see by comparing the construction of H̃ with Scholze’s construction of the
Hodge–Tate sequence [Sch13b, §3] that this map is the morphism of rigid varieties associated

to the Hodge–Tate map HT from (2). This makes precise the idea that H̃ generalises HT.
We deduce from these explicit descriptions that (30) takes the following form:
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Proposition 8.14. Any splitting of (2) induces an isomorphism of rigid spaces (and thus of

v-stacks) BunGa,v
∼−→H iggsGa

that commutes with the Hitchin fibrations.

In summary, the Hitchin morphism for G = Ga encodes the Hodge–Tate sequence. This is
the precise way in which in this moduli-theoretic setting, non-abelian Hodge theory is about
generalising a p-adic Hodge theoretic result from Ga to more general rigid groups G.

8.5. The Hitchin morphism on the Betti side for G = Gm. We now turn to G = Gm

to explain the precise relation to [Heua]. In order to get a description in terms of rigid spaces
like for Ga, we pass to coarse moduli spaces: Let Bunn,v be the “coarse moduli sheaf” of
Bunn,v = BunGLn,v, by which we mean the functor obtained by passing from groupoids to
sets of isomorphism classes and v-sheafifying on PerfK . We analogously define the coarse
moduli v-sheaf Higgsn of isomorphism classes of Higgs bundles of rank n on PerfK . For
n = 1, we thus obtain on the one hand the v-Picard functor

Bun1,v = PicX,v

introduced in [Heua, §2], and on the other hand the coarse moduli space of Higgs line bundles

Higgs1 = PicX,ét ×H0(X, Ω̃)⊗Ga.

Both are representable by rigid groups over K if the usual rigid analytic Picard functor is
representable, by [Heua, Theorem 1.1]. For example, for algebraic X, PicX,ét is the diamon-
dification of the algebraic Picard functor. There is then a natural short exact sequence

0→ PicX,ét → PicX,v → H0(X, Ω̃)⊗Ga → 0

of commutative rigid groups. Crucially, this sequence is not split outside of trivial cases. By
inspecting the proof in [Heua, §2], we see that in the language of this article, the last map is

precisely the Hitchin morphism H̃ for n = 1, up to composition with Bun1,v → PicX,v.
The upshot of this discussion is that in the case of G = Gm, the two Hitchin morphisms

over A1 = H0(X, Ω̃X) ⊗ Ga are both torsors under PicX,ét, but one is split while the other
is usually not. In particular, in contrast to the case of G = Ga, this shows that in general
Bunn,v ̸∼= Higgsn. Returning to moduli v-stacks, this is what we believe might generalise: It

seems plausible to us that for any reductive group G, the morphism H̃ exhibits BunG,v as a
twist of H iggsG over AG. To recover the p-adic Simpson correspondence from this geometric
statement, one would have to see that the usual choices induce a trivialisation of this twist
on K-points. This explains the motivation behind Conjecture 1.12.

8.6. The rigid analytic representation variety. Our final goal in this article is to obtain

from the morphism of v-stacks H̃ a morphism of rigid analytic spaces by passing from BunG,v

to the rigid analytic representation variety.

Definition 8.15. Let Γ be a profinite group. Let G be a rigid group over K. We denote by

Hom(Γ, G)

the inner Hom sheaf on PerfK,v where Γ is considered as a profinite v-sheaf and G as a
diamond. This sends a perfectoid space Y to the Y -linear homomorphisms π×Y → G. Let us
say that a homomorphism Γ→ G(Y ) is continuous if it comes from a morphism of adic spaces
of this form. To justify this name, we observe that if G ⊆ GLn is a linear algebraic group,
then Hom(Γ, G)(Y ) is the sheaf on PerfK sending a perfectoid space Y to Homcts(Γ, G(Y )),
where G(Y ) is endowed with the subspace topology of GLn(Y ) ⊆Mn(O(Y )).

Proposition 8.16. Let Γ be any profinite group. Let G be a rigid group over K. Then

(1) The v-sheaf Hom(Γ, G) is a diamond.
(2) If Γ is topologically finitely generated, then Hom(Γ, G) is represented by a semi-normal

rigid space over K. We call this the continuous representation variety of Γ.
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Proof. Let γ := (γi)i∈I be a set of algebraic generators of Γ, not necessarily finite. Then
we have an injection ev(γ) : Hom(Γ, G) ↪→

∏
I G of v-sheaves, where ev(γ) denotes the

evaluation map ρ 7→ (ρ(γi))i∈I . By [Sch, Lemma 11.22], the right hand side is a diamond,
thus so is the left hand side by [Sch, Proposition 11.10]. This proves part 1.

For the proof of part 2, let Γ0 be a dense subgroup of Γ with generators g = (g1, . . . , gr).

Step 1: Reduction to the case that Γ = Γ̂0 is the profinite completion of Γ0. By the Theorem of
Nikolov–Segal [NS07], any finite index subgroup of Γ is open, so profinite completion induces

a surjective, open, continuous homomorphism ϕ : Γ̂0 ↠ Γ. We deduce that for any set of
generators a = (ai)i∈I of kerϕ, a continuous map from Γ is the same as a continuous map

from Γ̂0 that vanishes on the ai. We thus have a left-exact sequence

0→Hom(Γ, G)→Hom(Γ̂0, G)
ev(a)−−−→ GI .

If the Proposition holds for Γ̂0, this shows that Hom(Γ, G) is the kernel of a homomorphism
from a rigid group to a product of adic groups, hence is itself represented by a rigid group.
Step 2: Deformations of the trivial representation. By Corollary 3.4 and Proposition 3.6, there
is an open subgroup G+ ⊆ G of good reduction and a basis of neighbourhoods given by open
subgroup (Gn)n∈N of G+ such that Gn/Gn+1 = g+t := g+0 /g

+
t for some t > 0.

Lemma 8.17. Let (R,R+) be any perfectoid K-algebra. Then any group homomorphism
ρ : Γ0 → G0(R) extends uniquely to a continuous morphism ρ̂ : Γ→ G0(R).

Proof. By Lemma 3.7, it suffices to see that each ρn : Γ0 → G0(R)→ G0/Gn(R) is continuous,
i.e. has finite image. For this we argue by induction on n.

For n = 1, the group G0/G1(R) = g+t (R) is an abelian torsion group. As Γ0 is finitely
generated, it follows that any map φ : Γ0 → g+t (R) has finite image. Thus kerφ is a finite

index subgroup, which is open by the assumption Γ = Γ̂0. This gives the case of ρ1.
For the induction step, we consider the short exact sequence obtained from Proposition 3.6

0→ g+t (R)→ G0/Gn+1(R)→ G0/Gn(R)→ 1.

By induction hypothesis, the image im(ρn) of Γ0 on the right is finite, so H := ker(ρn) is a
finite index subgroup of Γ0. In particular, H is again finitely generated. The restriction of
ρn+1 to H factors through g+t (R), and thus has finite index kernel by the induction start.
This shows that ker ρm+1 contains a finite index subgroup, hence is open. □

Hence Hom(Γ, G0) = Hom(Γ0, G0) is represented by a Zariski-closed subspace of the space
(G0)

r parametrising the images of the gi, cut out by the relations between the gi.
Step 3: The general case. Consider now any finite index subgroup H ⊆ Γ0 and let FH ⊆
Hom(Γ, G) be the open subfunctor defined as the preimage of Hom(H,G0) ⊆ Hom(H,G)
under the restriction map resH : Hom(Γ, G) → Hom(H,G). Then by continuity, we have
an equality of sheaves Hom(Γ, G) = lim−→H<Γ0

FH where H ranges through the finite index

subgroups of Γ0. It thus suffices to prove that each FH is representable by a semi-normal
rigid space; the transition maps in the colimit are then clearly open immersions. For this
let s = (s1, . . . , sl) be a finite set of generators of H, and for each k = 1, . . . , l let wsk(g) be
the group-theoretic word expressing sk in terms of the generators g = (g1, . . . , gr) of Γ0. Let
E ⊆ Gr be the Zariski-closed subspace cut out by the relations between the gi. Then

E Gr Gl

FH Hom(H,G0)

ws

resH

ev(g) ev(s)

is a Cartesian diagram. It follows that FH is represented by the fibre product in rigid spaces.
Let us denote the latter by XH . It remains to pass from XH to its semi-normalisation:
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Lemma 8.18 ([KL16, Remark 3.7.3][SW20, p.78]). The inclusion

{semi-normal rigid spaces over K} ↪→ {rigid spaces over K}
admits a right-adjoint, the semi-normalisation functor −sn. For any rigid space X, the co-unit
map induces an isomorphism Xsn♢ → X♢.

Proof. After replacing X with its reduced subspaces Xred, it suffices to construct this on
reduced rigid spaces. Any reduced commutative ring A has a semi-normalisation Asn with
the desired universal property by [Swa80, Theorem 4.1], and the map A→ Asn is subintegral,
hence finite since A is excellent. Thus Asn is again of topologically finite type over K. This
glues since seminormality is stable under rational localisation [KL16, Proposition 3.7.2]. □

It follows that the semi-normal rigid space Xsn
H represents Hom(π,G). □

Returning to the p-adic Simpson correspondence, we wish to apply Proposition 8.16 to the
étale fundamental group Γ = πét

1 (X) of a smooth proper rigid space X. In this situation, the
algebraic conditions imposed on Γ apply in decent generality:

Corollary 8.19. Let X be the rigid analytification of a smooth proper K-variety. Then the
v-sheaf Hom(πét

1 (X), G) is represented by a semi-normal rigid space.

Proof. By the Lefschetz principle, we can assume that X has a model X0 over a subfield
K0 ⊆ K such that there is an isomorphism of fields K0

∼= C. By invariance of πét
1 under

extension of scalars, πét
1 (X) is then the profinite completion of the topological fundamental

group of the compact Kähler variety X0(C), which is finitely generated. □

Question 8.20. Let X be any (smooth) proper rigid space over K. Is the étale fundamental
group πét

1 (X) topologically finitely generated? If yes, then Corollary 8.19 holds for such X.

8.7. The Hitchin morphism for representations. Finally, we explain how for the an-
alytification X of a connected smooth proper variety over a complete algebraically closed

field K over Qp with fixed base point x ∈ X(K), the Hitchin morphism H̃ attaches to any
continuous representation π := πét

1 (X,x)→ GLn(K) a set of “Hitchin–Hodge–Tate weights”
in a way that is compatible in families. The key to this is the following relation between
G-representations of πét

1 (X,x) and v-G-bundles:

Definition 8.21. Let G be any rigid group. There is a natural morphism of v-stacks

α : Homcts(π,G)→ BunG,v

defined as follows (cf. [Heu22b, Theorem 5.2] for G = GLn): Let X̃ → X be the pro-finite-
étale universal cover from Remark 4.4.2, which is a π-torsor in a natural way. For any

Y ∈ PerfK , consider the projection q : X̃ × Y → X × Y as a π × Y -torsor relatively over the
base Y . Then α(Y ) sends any continuous homomorphism ρ : π× Y → G over Y in the sense
of Definition 8.15 to the G-torsor on (X × Y )v defined by pushout of q along ρ.

Theorem 8.22. Let G be a rigid group over K satisfying the assumptions of Lemma 8.9,

for example G could be reductive, or commutative. Then H̃ ◦α defines a canonical morphism
of rigid analytic spaces

H̃ : Hom(πét
1 (X,x), G)→ AG

from the continuous G-representation variety of πét
1 (X,x) to the Hitchin base. Moreover:

(1) H̃ is functorial in G and X → Spa(K).
(2) For any continuous representations ρ1, ρ2 : πét

1 (X,x) → G(Y ) over a perfectoid space
Y for which there is a finite index subgroup Γ ⊆ πét

1 (X,x) such that the restrictions

ρ1|Γ ∼ ρ2|Γ become conjugated over a v-cover Y ′ → Y , we have H̃(ρ1) = H̃(ρ2).

(3) If G is commutative, then H̃ is a group homomorphism.
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(4) If G = GLn, then for any short exact sequence of representations ρ1 → ρ → ρ2, we

have H̃(ρ) = H̃(ρ1) · H̃(ρ2) where · is the product on An defined in Remark 8.6.

Proof. The composition H̃◦α : Hom(πét
1 (X,x), G)→ AG is a morphism of v-sheaves over K.

Both sides are represented by semi-normal rigid spaces by Corollary 8.19 and Lemma 8.9. As
diamondification from semi-normal rigid spaces to v-sheaves over K is fully faithful [KL16,
Theorem 8.2.3][Sch, Proposition 10.2.3], this defines a unique morphism of rigid spaces.

Parts 1 and 4 are then immediate from Proposition 8.13. Part 2 follows from functoriality
in X: After pullback to the finite étale cover X ′ → X corresponding to Γ, and any choice of
lift x′ of x to X ′, the representations define the same element in Hom(πét

1 (X ′, x′), G). Since

the natural map AG,X(R)→ AG,X′(R′) is injective, it follows that H̃(ρ1) = H̃(ρ2).
For part 3, it suffices by part 2 to prove this on an open subgroup G0 ⊆ G on which exp

is defined. As K[g]G = K[g], we have AG0
= AG = Ga ⊗ g ⊗ Ω̃, and the result follows by

functoriality from the morphism exp : G0 → g⊗Ga and the case of Ga. □

We believe that H̃ encodes deep arithmetic information in a geometric way. Indeed, from
known instances of the p-adic Simpson correspondence, one can extract the following:

Example 8.23. (1) For G = Gm, it follows from §8.5 that H̃ is the homomorphism from
[Heu24a, Theorem 1.2], hence fits into an exact sequence of rigid group varieties

0→ PicttX,ét →Homcts(π,Gm)
H̃−→ H0(X, Ω̃)⊗K Ga → 0.

In particular, H̃ is then a torsor under PicttX,ét, the topologically torsion Picard variety.
For curves, the first map is a geometric incarnation of the Weil pairing of the Jacobian.

(2) If a representation ρ : π → GLn(K) has abelian image, then H̃(ρ) can be described in a
way that is closely related to the abeloid p-adic Simpson correspondence of [HMW23]:
In this case, Kn can be decomposed into simultaneous eigenspaces. Let λi : π → K×

be the corresponding characters and set ai := H̃(λi) ∈ H0(X, Ω̃), then it follows from

Proposition 8.13.3 that H̃(ρ) is given by the coefficients of (X − a1) · · · (X − an).
(3) If X has a model X0 over a discretely valued subfield of K, then any representation

ρ : π → GLn(Qp) associated to a Qp-local system L over X0 lands in the fibre over 0 by
Galois equivariance in Theorem 8.22.1, giving a different perspective on why the Higgs
field associated to L by the p-adic Simpson functor of Liu–Zhu [LZ17] is nilpotent.

(4) Similarly, all the representations in the image of Deninger–Werner’s functor [DW20]
are also in the fibre over 0, because the associated Higgs fields vanish. This includes
all representations with finite image, for which this also follows from Theorem 8.22.2.

If X is a smooth proper curve of genus g ≥ 2, we think it is plausible that Example 8.23.1

generalises to GLn for n ≥ 1, namely that H̃ could generically on AG be a torsor under a
certain rigid group related to the spectral curve. We will pursue this further in part II.

8.8. Relation to the complex Corlette–Simpson correspondence. In complex geom-
etry, the Corlette–Simpson correspondence for a smooth projective variety X over C is an
equivalence of categories between finite dimensional complex representations of the topologi-
cal fundamental group π1(X) on the one hand (“Betti side”), and semi-stable Higgs bundles
onX with vanishing Chern classes on the other (“Dolbeault side”) [Sim94]. It can be regarded
as an analogue of the Hodge decomposition for non-abelian coefficients.

More generally, the Corlette–Simpson correspondence can be generalised to an equivalence
of G-representations and G-Higgs bundles for any reductive group G over C [Sim92]. However,
we are not aware of an extension to general complex Lie groups. From this perspective, it is
arguably somewhat surprising that our result holds in the given generality. This is one reason
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why in the introduction we were cautious and imposed a condition that G is reductive in the
globalisation of Theorem 1.2 to proper X.

Regarding moduli spaces, the Corlette–Simpson correspondence for GLn induces for any
smooth projective variety X over C a canonical and functorial homeomorphism

(31) MB(C) ∼−→MDol(C)

between the Betti moduli space of complex representations of the topological fundamental
group π1(X) of dimension n on the one hand, and the Dolbeault moduli space of semi-stable
Higgs bundles on X of rank n with vanishing Chern classes on the other [Sim94]. However,
even though both sides have natural complex analytic structures, the correspondence does

not respect these: In fact, the analogue of H̃ in this setting would be the composition

MB(C) ∼−→MDol(C)
H−→ An(C)

of the Corlette–Simpson correspondence with the Hitchin morphism. But this fails to be
complex analytic already for line bundles on curves [Sim92, Example on p21]. In particular,
the above homeomorphism cannot be upgraded to an isomorphism between moduli stacks.

From this perspective, we find it very surprising that H̃ exists as a morphism of rigid
analytic spaces: This seems to be a stronger statement than what is possible in the complex
theory. It thus appears that the correspondence over K is less canonical as it requires the
choice of lift of X, but on the other hand preserves more structure.

8.9. Relation to Sen theory. In order to provide more context for the Hitchin–Hodge–Tate
map, we now briefly sketch how the above construction is related to Hodge–Tate–Sen weights:

Let L be a p-adic local field and let L∞|L be the extension obtained by adjoining all p-
power roots of unity. Let C be the completed algebraic closure of L. Classical Sen theory
associates to any semi-linear representation of the Galois groupGL of L on a finite dimensional
C-vector space W an L∞-vector space E = DSen(W ) such that E⊗L∞C = W together with
an L∞-linear operator θ : E → E (see [Sen81]). We call (E, θ) a Sen module, and the
Hodge–Tate–Sen weights of W are defined as the generalised eigenvalues of θ.

The construction of (E, θ) is very similar to the small p-adic Simpson correspondence, and
one can turn this analogy into a more precise comparison: Consider the adic space X =
Spa(L), then we can make a very similar construction for X (the “arithmetic setting”) as we
did for smooth rigid spaces over C in the last section (the “geometric setting”): The pro-finite-

étale cover X̃ → X of the last section is for X = Spa(L) simply the cover Spa(C)→ Spa(L).
Like in Definition 8.21, one obtains by descent along this cover an equivalence{

semi-linear representations of GL

on fin. dim. C-vector spaces

} ∼−→ {
v-vector bundles on Spa(L)

}
.

On the other hand, a result of Tate in Galois cohomology [Tat66, Theorem 1] can be inter-
preted as saying that for ν : Xv → Xét, we have R1ν∗O = O and R2ν∗O = 0. From the

point of view taken in this article, it would therefore be sensible to define Ω̃X := R1ν∗O = O,
so that according to Definition 2.10, a Higgs bundle on Xét for this notion of “differentials’
would be a vector bundle E on Xét together with an endomorphism of E. In particular, from
such a Higgs bundle, we get a Sen module by base-changing the global sections to L∞.

Going through the construction of the Sen module DSen(W ), one now sees that one can
interpret this as being obtained from a “local p-adic Simpson correspondence on the space
X = Spa(L)”: The coefficients L∞ appear since one needs to go up the cyclotomic tower
L∞|L to make the v-vector bundle small, as with the toric tower in the geometric setting.

Carrying out the analogous constructions of the last section in the arithmetic setting now
yields the map that sends a semilinear GL-representation W to the characteristic polynomial
of its Sen operator θ, which is an equivalent datum to the Hodge–Tate–Sen weights. This is
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the precise sense in which the Hitchin–Hodge–Tate morphism H̃ is conceptually analogous in
the geometric setting to sending a GL-representation to its Hodge–Tate–Sen weights.

Appendix A. Recollections on non-abelian continuous cohomology

In this appendix, we recall some generalities on non-abelian group cohomology sets.

Definition A.1. Let Γ and A be not necessarily abelian topological groups, written multi-
plicatively. Assume that we have a continuous left-action of Γ on A, i.e. a group homomor-
phism Γ → Aut(A) such that the induced morphism Γ × A → A is continuous. For g ∈ Γ,
a ∈ A, we write ga for its image under this map. Then the set of continuous 1-cocycles is

Z1
cts(Γ, A) := {continuous maps c : Γ→ A | c(gh) = c(g) · gc(h)}

The continuous group cohomology set H1
cts(Γ, A) := Z1

cts(Γ, A)/ ∼ is then defined as the
quotient by the following equivalence relation:

f ∼ f ′ ⇔ ∃a ∈ A : a−1 · f(g) · ga = f ′(g) for all g ∈ Γ.

For any continuous 1-cocycle c, we denote its cohomology class by [c].

Definition A.2. Let B be a topological group with continuous Γ-action and let A ⊆ B be a
normal subgroup that is preserved by the action of Γ. Let b ∈ Z1

cts(Γ, B) be any continuous
1-cocycle. Then we denote by bA the Γ-module with underlying group A equipped with the
b-twisted action, given for g ∈ Γ, a ∈ A by g ∗b a := b(g) · ga · b(g)−1, where the right hand
side is calculated inside B.

Proposition A.3 ([Ser94], §5.5). Let Γ be a topological group, and let 0→ A→ B → C → 0
be a short exact sequence of (not necessarily abelian) topological groups with continuous left-
Γ-actions such that all maps in the sequence are Γ-equivariant. Then:

(1) There is a short exact sequence of pointed sets

0→ AΓ → BΓ → CΓ → H1
cts(Γ, A)→ H1

cts(Γ, B)→ H1
cts(Γ, C).

(2) Let b ∈ Z1
cts(Γ, B), then the subset of elements of H1

cts(Γ, B) with the same image as b
in H1

cts(Γ, C) is in natural bijection with the set of elements of H1
cts(Γ, bA).

(3) Assume that A is abelian and let c ∈ Z1
cts(Γ, C), then there is a class ∆(c) ∈ H2

cts(Γ, cA)
that vanishes if and only if [c] is in the image of H1

cts(Γ, B) → H1
cts(Γ, C). The class

∆(c) is canonical and functorial both in Γ and in the sequence.

One natural way that continuous group cohomology arises in practice is that it can be
used to describe Čech-cohomology for Galois covers with group Γ for non-abelian sheaves, by
a non-abelian version of the Cartan–Leray spectral sequence:

Proposition A.4 ([Heu22b, Proposition 2.8]). Let q : X → Y be a morphism of diamonds
over K that is Galois for the action of a locally profinite group Γ on X. Let F be a sheaf of
(not necessarily abelian) topological groups on Yv with the property that for i = 1, 2 we have

F(X × Γi) = Mapcts(Γ
i,F(X)),

for example this holds if F is represented by a rigid group over K that admits a locally closed
embedding as a rigid space into some affine space An (e.g. any linear algebraic group, or rigid
open subgroup thereof). Then there is a left-exact sequence of pointed sets

0→ H1
cts(Γ,F(X))→ H1

v (Y,F)→ H1
v (X,F)Γ.
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Proof. The only part that is not proved in the reference is that F satisfies the displayed
condition if it embeds into An. It suffices to prove this for i = 1 and X in the basis of affinoid
perfectoid spaces. By the known case of F = O, we then have a commutative diagram

Mapcts(Γ,F(X)) Mapcts(Γ,On(X))

MorK(Γ×X,F) MorK(Γ×X,An).

∼=

By evaluating at all points g ∈ Γ, we get the dotted arrow in the diagram: Here the continuity
holds because the assumptions ensure that F(X) ⊆ On(X) inherits the subspace topology.
Also due to the locally closed assumption, we can check on points whether a map Γ×X → An

factors through F . This shows that the morphism on the left is surjective. □

When the Galois group is∼= Zd
p, we have the following, see the proof of [Sch13a, Lemma 5.5]:

Lemma A.5. Let ∆ = Zd
p be topologically generated by elements γ1, . . . , γd. Let R be a p-

adically complete Zp-algebra and let M be a p-adically complete R-module with a continuous
R-linear ∆-action. Then RΓcts(∆,M) is computed by the complex

C∗grp :=
[
M →M ⊗R R

d →M ⊗R ∧2Rd → · · · →M ⊗R ∧dRd
]

whose k-th transition map is given by m⊗ei1 ∧· · ·∧eik 7→
∑d

j=1(γj−1)m⊗ei1 ∧· · ·∧eik ∧ej.
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